
Modal Crash Types for WAR-Aware Intermittent Computing

MYRA DOTZEL, Carnegie Mellon University, Pittsburgh, Pennsylvania, USA
FARZANEH DERAKHSHAN, Illinois Institute of Technology, Chicago, Illinois, USA
MILIJANA SURBATOVICH, University of Maryland, College Park, Maryland, USA
LIMIN JIA, Carnegie Mellon University, Pittsburgh, Pennsylvania, USA

Programs are executed intermittently on devices that experience arbitrary power failures such as Energy
Harvesting Devices (EHDs). To ensure progress, intermittent systems need runtime support to checkpoint state
and re-execute after power failure by restoring the last saved state. Such re-execution should be correct, i.e.,
simulated by a continuously powered execution. We study the logical underpinning of intermittent computing
and model checkpoint, crash, restore, and re-execution operations as computation on crash types. We draw
inspiration from adjoint logic and define crash types by introducing two adjoint modality operators to model
persistent and transient memory values of partial (re-)executions and the transitions between them caused by
checkpoints and restoration. Our formalism is general enough to accommodate a variety of checkpointing
policies. We define a crash type system for a core calculus. To prove the correctness of intermittent systems,
we define a novel logical relation for crash types.
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1 Introduction
Programs execute intermittently on batteryless Energy Harvesting Devices (EHDs), which are
powered solely by energy harvested from the environment (e.g., via solar panel) that is stored in
a re-chargeable energy buffer. When the energy buffer is full, the device powers on and begins
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program execution, consuming the available energy. When drained of all energy, the device powers
off, causing the execution to fail at an arbitrary point in code. The device can recharge and attempt
re-execution. EHDs enable new applications in environments where battery maintenance may be
costly or infeasible and have wide application in domains such as wildlife monitoring [39], small
satellites [31, 40], or smart civil infrastructure [1].

These applications may require running large pieces of code, consuming the energy available in
the energy buffer and causing a power failure. When power fails, volatile memory (e.g., the program
counter) is erased while nonvolatile memory persists. To facilitate forward progress despite these
power failures, intermittent system support is needed to save state before a power failure and
restore the saved state once energy is replenished. We refer to programs running on these devices
as intermittent computations. This process of checkpointing state, handling power failures, and
restoring state repeats until the computation is complete.

Two of the main mechanisms for handling power failures are atomic execution [32, 34, 54, 62] and
Just-in-Time (JIT) checkpointing [4, 5]. Atomic execution saves the program state in a checkpoint
upon entering an atomic region and if power fails before the atomic region execution completes,
execution resumes from the previously saved checkpoint. Alternatively, JIT checkpointing saves
program state immediately before a power failure, and upon reboot, execution resumes from the
saved state. Due to code re-execution, atomic regions are prone to memory consistency bugs caused
by reading results [32] or stale sensor data [57] from past executions of a program. The former
manifests in Write-after-Read (WAR) patterns where improper checkpointing of variables could
cause an execution to compute on the old values of past executions resulting in memory state
that could not be achieved by a continuously powered program execution. Programs that rely on
JIT checkpointing do not re-execute code, so they are free from the above mentioned memory
consistency bugs.

Given the inaccessible environments to which many EHDs are deployed, it is crucial that
intermittent systems run code correctly despite frequent power failures and partial (re-)executions.
Recent work [9, 17, 58, 59] provides a formal frameworkwith correctness criteria for reasoning about
intermittent executions, where correctness is defined as follows: Any correct intermittent execution
can be simulated by a continuously powered execution [59]. This criterion ensures that an intermittent
execution of a program can generate a result that matches the result of its continuously powered
execution regardless of the number of power failures and partial re-executions encountered.

Our work provides the first logical interpretation of the key operations of intermittent execution:
crash, restore, and re-execute. To accomplish this goal, we introduce crash types which capture the
key memory pattern of intermittent computing: Some computations persist across power failures
while others do not. In particular, nonvolatile memory state persists across power failures and
reboots, while volatile memory does not; results from completed (or checkpointed) computations
should persist across power failures, while partially computed results should not. The former we call
stable values and computations and the latter unstable values and computations. The key insight
is that the interactions between these stable and unstable components bear close resemblance to
shifts ↑, ↓ in adjoint logic [8, 53] for switching between different modalities. Computation of a stable
value can only rely on locations that store stable values, while computation on unstable values
can rely on both stable and unstable values. In particular, the checkpoint and restore operations
correspond to these shifts and are internalized in the definition of crash types; checkpointing moves
data from volatile memory (unstable) into nonvolatile memory (stable), and restore performs the
inverse operation.

We define a core calculus for intermittent computing and develop a type system for crash types
by using the two adjoint modality operators. The crash type of an intermittent computation is:
Cunit = ↓(nat { ↑Cunit) ∨ ↓↑unit which says that the computation will either encounter a
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power failure (the left disjunct), or succeed in producing a stable value and commit its values to
nonvolatile memory (the right disjunct). In the former case, the computation is suspended until
energy arrives, after which it will attempt re-execution. This recursive definition captures the
multiple re-executions of a computation under multiple power failures.

To prove correctness of intermittent executions, we define a logical relation over crash types
that relates a continuously powered execution to an intermittent execution. We prove that well-
typed programs are self-related, or semantically well-typed. We further prove that the intermittent
executions of semantically well-typed programs are idempotent, meaning that they compute the
same results as continuously powered executions.

This article makes the following contributions:

—The first logical interpretation of key operations of intermittent execution.
—Novel crash types to specify how stable and unstable portions of the system and computation
interact.

—A core calculus for crash types with progress and preservation to ensure correctness of an
execution over a single power cycle.

—A novel logical relation to prove the correctness of an execution over potentially many power
cycles.

Outline. The article progresses as follows:

—Section 2 reviews the basics of intermittent computing and a certain class of memory consis-
tency bug caused by re-execution. Through an example, we study a commonly used check-
pointing policy that enables correct program re-execution.

—Section 3 discusses crash types and their connection to adjoint logic [8, 53] which inspires
the formation of our calculus.

—Sections 4 and 5 present a novel calculus for atomic regions, starting with syntax and opera-
tional semantics (Section 4) to a formal type system (Section 5).

—Section 6 defines a semantic typing based on a logical relation to relate intermittent executions
with continuously powered executions.

—Section 7 extends the system to handle JIT regions. Due to their re-execution behavior, these
regions are not prone to the class of memory consistency bugs that informs the focus of
this article. We start with an example and then follow with formal rules. We discuss how
to compose these regions that resume execution from the line of failure with regions that
re-execute.

—Section 8 gives the precise theorem statements including progress and preservation to ensure
correctness over a single power cycle, the fundamental theorem of logical relation, which
shows that statically well-typed programs are semantically well-typed and adequacy, which
shows that semantically well-typed programs are idempotent. We sketch the proofs of the
fundamental theorem of logical relation and adequacy which, together, show that any correct
intermittent execution can be simulated by a continuously powered execution.

—Section 9 shows how to generalize the semantic typing to accommodate custom policies
beyond the two investigated in this article.

—Section 10 discusses related work, Section 11 provides further discussion of our system and
directions for future work, and Section 12 concludes the article.

Changes w.r.t. the Conference Version. This article extends the conference version [19] with
new formalisms to accommodate a more flexible checkpointing policy and includes full proofs.
Whereas the original system [19] checkpointed all written variables, here we show that it is
enough to checkpoint only variables that exhibit WAR patterns in regions that re-execute, a
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common optimization of real intermittent systems [32]. The resulting system subsumes the original
work [19]. Changes by section are as follows.

Section 2.2 is new. It discusses potential memory consistency bugs caused by WAR patterns in
atomic regions. As the new checkpointing policy for atomic regions is the main novelty of this
system, it has been restructured from the conference version [19] to first develop the system around
atomic regions and then discuss JIT regions later on, as these are not prone to WAR bugs.

Section 4 extends the original calculus [19] to accommodate the new checkpointing policy.
We introduce additional qualifiers (Figure 4) for more fine-grained tracking of write accesses
and define a memory access transition function that ensures proper memory accesses with these
new qualifiers.

Section 5 augments the typing rules for commands with a new post-context that tracks changes
in write accesses for variables.

Section 6 provides updated definitions of policies PwOff, Commit, and Restore that reflect the
new checkpointing policy. The logical relation is extended with extra conditions to help us show
that the final memories of the intermittent and continuously powered executions are the same.

Section 7 focuses on developing the system for JIT regions.
In Section 8, we provide additional explanation of the key theorems. The full proofs are given in

Appendices B–D which elaborate on the proof sketches provided in the conference version [19].
In Figure 27, we sketch the updated proof of logical relation which follows a similar structure to
our original proof but with additional obligations. We provide more thorough explanation with an
improved illustration (Figure 28) that highlights the steps taken during a crash, where the inductive
hypothesis is applied, and the base case.

Section 9 includes an updated explanation discussing how our type system accepts or rejects
certain branching programs depending on variable qualifiers.

Section 10 is extended with related work on persistent memory and broader discussion on crash
consistency.

We added Section 11 to discuss interesting system features and topics of future work.

2 Background
We first briefly review intermittent computing on EHDs (Section 2.1). Next we explain WAR
dependencies which are the main cause of potential memory inconsistencies in program regions
that re-execute, namely atomic regions (Section 2.2). Then we discuss how intermittent systems
save and recover state in the presence of a crash in the context of atomic regions (Section 2.3).

2.1 Intermittent Computing on EHDs
EHDs rely on intermittent system support to save necessary state and reboot in the event of a
power failure at checkpoints within the program. The placement and behavior of these checkpoints
depends on the intermittent execution model under which a program runs. There are two prevailing
intermittent execution models: JIT checkpointing [4, 5] and atomic execution [32, 34, 54, 62]. Under
a JIT model, the intermittent system saves state immediately before a power failure, transferring
necessary volatile state, such as the program counter, into nonvolatile memory. Upon reboot,
program execution continues from the same point. Under an atomic execution model, the program
is segmented into smaller pieces of code called atomic regions by a series of checkpoints (either
user-defined or determined automatically [16]). If there is a power failure before an atomic region
finishes executing, the system will reboot to the beginning of the atomic region, re-executing
that atomic region until it succeeds without power failure. Modern intermittent systems rely on a
combined “JIT + Atomics” so that the system switches to JIT checkpointing when not executing a
defined atomic region [28, 35, 58].
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Fig. 1. An example program with an atomic region and a JIT region.

The re-execution behavior of atomic regions complicates the reasoning about their correctness
with respect to memory consistency. Next, we discuss how re-execution could cause memory
consistency bugs if checkpointing is not handled properly.

2.2 WAR Dependencies
Memory consistency bugs may occur when intermittently executing an atomic region with WAR
dependencies [32, 62]. Such code patterns emerge when a nonvolatile memory location is first
read from and then written to. In the first partial execution, the program will execute as intended,
reading some initial value and then writing a new value to that memory location. After a power
failure and reboot, the execution will resume from the last checkpointed program point; the first
read of the memory location will return the value written by the previous execution, which may
be different from what the value would be if the program executes from the initial state, causing
incorrect program behavior.

To illustrate a WAR memory consistency bug, we consider an execution of the simple program
in Figure 1. It consists of two code blocks: the atomic region a1 declared with the Ckpt construct
(Lines 1–7 on the left of Figure 1) and a regular code block executed in JIT mode (Lines 8–14 on the
right). For now, we will focus our discussion on the atomic region, for this is where a WAR bug
may surface.

The program has four variables stored in nonvolatile memory: G , ~, and I of type int, and D of
type bool. For now, ignore the classification of these variables on Line 1. As shown in Figure 2(a),
a continuously powered execution of the atomic region with initial state G = 2, ~ = 0, I = 1, D = ff
ends in G = 2, ~ = 1, I = 1, D = tt.

Incorrect Atomic Region Execution. Consider the example intermittent execution of the same
program, shown in Figure 2(b). Suppose that no variables are checkpointed and that power fails
immediately after the execution of Line 5. Once the device recharges, the program execution
resumes from the start of the atomic region. If the system does not restore ~’s original value, this
re-run computes with the last saved state G = 2, ~ = 1, I = 1, D = tt, thus taking the wrong branch
and obtaining an incorrect result: G = 2, ~ = 2, I = 1, D = ff .

The intermittent execution in Figure 2 (b) suffers from insufficient variable checkpointing which
results in memory inconsistency. To ensure memory consistency, the intermittent system needs to
restore the values of certain nonvolatile locations upon reboot.

Proper Checkpointing. As EHDs are highly resource-constrained, the system should save state
judiciously; checkpointing all of nonvolatile memory is expensive and unnecessary. For example,
variables in an atomic region that are read-only (i.e., never updated) do not change value and need
not be checkpointed. Many intermittent systems follow this design of checkpointing all variables
that are not read-only [15, 19, 24, 28, 36, 54, 64]. Yet, prior work has shown that checkpointing only
the variables that are read from and then written to (called WAR variables) is enough to ensure
correct intermittent execution of atomic regions without inputs [59].
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Fig. 2. An example execution of a1 with WAR dependencies with no variables checkpointed. NV denotes the
nonvolatile memory. The subscript 8 indicates the memory after executing Line 8 .

2.3 Correct Atomic Region Execution
In this section, we show that checkpointing only the WAR variables is enough to ensure correct
execution of the atomic region in Figure 1. On Line 2 of Figure 1, the variable ~ is read from
and written to making it a WAR variable, and hence it is checkpointed, meaning that its initial
checkpointed value persists in nonvolatile memory. However, D does not need to be checkpointed
because it is always first written to before it is read, so the effects of previous partial executions on
D would have been overwritten by the time it is read. Following prior work [59], we call variables
like D must-first-write variables.

Each atomic region declares variables as read-only (read-only), must-first-write (MFstWt), or
checkpointed (ckpted), as seen on Line 1 of Figure 3. These annotations help our type system check
for memory consistency bugs caused by WAR patterns.

Given such a system, Figure 3 shows an execution of the atomic region in Figure 1. For now,
ignore the last three columns about typing. To save and restore state, the system follows redo-log
semantics. It records updates to checkpointed variables in a special volatile memory. This memory
clears if power fails, throwing out partial updates. Upon reaching the next atomic or JIT region, the
system commits the updates by copying them back to main memory.

Row (0) shows initial nonvolatile locations, their values, and the mapping between variables
and memory locations; locations ℓ1, ℓ2, ℓ3, and ℓ4 in the nonvolatile memory correspond to variables
G,~, I, and D, respectively. When starting to execute the atomic region (Row (1)), the system
checkpoints all WAR variables due to the checkpointing policy for atomic regions. In this example,
it takes a snapshot of ℓ2 and stores it in volatile memory. We mark the original nonvolatile location
as checkpointed with the superscript ck, i.e., ℓck

2 . Checkpointed location ℓck
2 remains untouched for

the remainder of the atomic region execution. Every access to variable ~ will instead be associated
with its volatile copy ℓ2, e.g., the assignment in Line 2 is applied to the volatile log of Row (2).
When the program executes Line 3, the system adds a new volatile memory location ℓ5 for variable
F on Line 3, corresponding to a volatile execution stack (Row (3)). On Line 5, the program stores
the assigned value tt to ℓ4, the memory location associated with D.

When power fails after Line 5, all volatile memory clears (Row (5)), throwing out the log. The
system shuts down until more energy is harvested, at which point the system regenerates the
volatile copy ℓ2 (Row (6)) and resumes execution from Line 2.
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Fig. 3. Intermittent execution of an atomic region. We write 8 for int and 1 for bool.

Rows (6–8) show successful execution of the atomic region. Upon re-execution, program exe-
cution proceeds as before, using the checkpointed value stored in ℓck

2 and values stored in ℓ1, ℓ3,
and ℓ4. The successful execution concludes at Row (8) where the value of ℓ2 in volatile memory is
committed to its location ℓck

2 in nonvolatile memory.

3 Key Ideas of Crash Types
We present the intuition behind the stable and unstable memory types (Section 3.1). Then, we intro-
duce crash types which internalize checkpointing, power failure/crash, restoration, re-execution,
and finalization of atomic regions (Section 3.2). Lastly, we discuss the independence principle
applied to intermittent computing (Section 3.3).

3.1 Modal Store Types
An unstable value is an intermediate result of a partial execution towards a stable value. Unstable
values are lost upon power failure, while stable values persist. If the result of a partial execution is
committed to a nonvolatile location, it will become stable and thus persist. To reflect the behavior
of a memory location in its type, we introduce two adjoint modalities ↑BD (read as “up shift from
unstable to stable”) and ↓BD (read as “down shift from stable to unstable”), where ↑BDgD indicates that
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the location stores a stable value of type g and ↓BDgB indicates that the location stores an intermediate
result of an execution toward a value of type g .

To fully capture the access patterns of memory locations by an intermittent execution, we also
annotate the type of a memory location with an access qualifier, RD, CK, or MFstWt, representing
whether the location is read-only, checkpointed, or must-first-write (must be first written on an
execution), respectively. Variables marked as MFstWt or RD do not need to be checkpointed. To
capture whether a MFstWt variable has been written to on the current execution, we introduce
the qualifier Wtn. By the end of an atomic region execution, all must-first-write variables must be
written. That is, all MFstWt qualifiers should become Wtn.

In our example in Figure 3, the read-only variables G and I are stored in nonvolatile memory,
so they have types G :↑BD 8@RD and I :↑BD 8@RD. The checkpointed variable ~ has type ~ck :↑BD
8@CK in nonvolatile memory, while ~’s volatile copy has type ~ :↓BD↑BD 8@CK. The variable F in
volatile memory also has unstable type F :↓BD↑BD 8@CK. The must-first-write variable D is also
stored in nonvolatile memory, so it has type D :↑BD 8@MFstWt. When it is written to on Line 5,
its type qualifier changes from MFstWt to Wtn (Row (4)). If the atomic region has not finished
executing before the crash, the restore system reverts all Wtn qualifiers back to MFstWt and
the system executes the atomic region from the beginning (Row (6)). We use the context Ω to
type nonvolatile memory and the context Σ to type volatile memory, as shown on the right side
of Figure 3.

3.2 Crash Types
To capture the effects of intermittent execution in the type of expressions and commands, we
introduce crash types, as the notion of stable and unstable values alone is insufficient. One might ex-
pect the expression G − ~ to have the type ↓BD↑BDint as it is a (partial) execution (↓BD ) towards
computing a stable (↑BD ) integer value. However, this type does not account for steps due to
power failure: the crash itself, waiting for the device to charge, restoration, and re-execution.
To reflect these runtime system steps at the type level, we assign the expression a type in the
form of a disjunction ? ∨ ↓BD↑BDint, where ? is a type for computations that handle power
failures. This type means that the expression either fails its execution, or succeeds and evalu-
ates to int. Next, we fill in ? for commands and expressions. ? is a recursive type because it
handles re-execution.

Commands. The crash type for commands is: Cunit = ↓BD (nat { ↑BD Cunit) ∨ ↓BD↑BDunit. The
right disjunct states that if no power failure occurs while executing a command, then it computes
a stable value of type unit which is committed to nonvolatile memory. The left disjunct states
that on power failure, the computation continues as a function; after a (logical) energy input is
received from the environment, the atomic region re-executes from the beginning, which is of stable
type (↑BDCunit).

Expressions. The crash type for expressions1 is: Catom
�

= ↓BD (nat { ↑BD Cunit) ∨ ↓BD↑BD�. As before,
the left disjunct represents power failure: If a logical energy input is received, the atomic region
will re-execute. Because atomic regions re-execute from the command enclosed in the region, we
use command type Cunit. The right disjunct types the stable value computed for the expression as
a basic type � (int or bool).

To type a program, we develop a type system for crash types. In the next section, we show the
structure of these typing rules and explain their relation to adjoint logic.

1For now, we can ignore the annotation atom in Catom
�

.
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3.3 Independence Principle for Typing Intermittent Execution
We design our typing rules to follow the rules for ↓BD and ↑BD modalities in adjoint logic [8, 53]. To
illustrate their connection, below we show skeletons of our typing rules with terms left as blanks
(_) to be filled in later.

We introduce two judgment categories. The first category (�B ) is for deriving stable types and
corresponds to the judgments of the form Ω ` _ : gB , meaning that the rules can rely only on stable
locations to evaluate computation on a stable type. The second category (�D ) is for deriving unstable
types and corresponds to the judgments of form Ω; Σ ` _ : gD , meaning that the rules can rely on
both stable (Ω) and unstable (Σ) locations to evaluate computation on an unstable type.

The adjoint modalities allow going back and forth between judgments �B and �D , mirroring
checkpointing and restoration operations. The following four rule skeletons show this back-and-
forth behavior in our type system.

Ω; · ` _ : gD

Ω ` _ : ↑BDgD
↑'

Ω, _ : ↑BD�D ; Σ, _ : ↓BD↑BD�D ` _ : gD

Ω, _ : ↑BD�D ; Σ ` _ : gD
↑!∗

Ω ` _ : gB

Ω; Σ ` _ : ↓BDgB
↓'

Ω, _ : ↑BD�D ; Σ ` _ : gD

Ω; Σ, _ : ↓BD↑BD�D ` _ : gD
↓!

Our typing rules are based on sequent calculus rules for adjoint logic [8, 48, 53]. Like sequent
calculus style rules, we read them bottom-up and match each execution step of a command with the
reading of a corresponding rule. Next, we will explain the switching between stable and unstable
modes of the above sequent calculus typing rules using the execution steps in Figure 3.

Shifts (Figure 3). A combination of the rules ↑' and ↑!∗ corresponds to creating a volatile log
from the nonvolatile locations when starting the atomic region, i.e., the step from Row (0) to Row
(1). The Row (0) type ↑BD Cunit and typing context Ω correspond to the conclusion of a ↑' rule:
Ω ` _ : ↑BD Cunit. An application of ↑' from bottom to top drops the ↑BD modality from the type of
the program and starts an empty typing context for the volatile memory region: Ω; · ` _ : Cunit.
Next, one application of ↑!∗ copies the variable ~ of type ↑BDint to the volatile memory typing
context Σ with the type ↓BD↑BDint. The same combination corresponds to creating a volatile log from
a nonvolatile location when restarting the atomic region: the step from Row (5) to Row (6), where
the variable ~ is copied to the volatile memory.

The ↓' rule corresponds to a power failure, which erases the volatile memory typing context
Σ. From Row (4) to Row (5) in Figure 3, the system loses the volatile locations of ~ and F and
closes off the volatile context. Row (4) corresponds to the conclusion of the rule, and Row (5)
corresponds to its premise. The type of the command in Row (4) changes from Cunit to ↓BD (nat {
↑BDCunit) (by a logical ∨-R rule as a crash is detected), and then to the type (nat { ↑BDCunit)
in Row (5).

Finally, a ↓! rule combined with a standard weakening rule and a ↓' rule corresponds to the
final commit of the volatile context: stepping from Row (7) to Row (8). There, the nonvolatile
context drops the location of ~ with type ↑BDint by a weakening rule since ~ in the nonvolatile
context maps to a location with an outdated value. Next, the up-to-date value stored in the volatile
location of ~ is committed to the nonvolatile location of ~ and thus ~ in the Σ context is com-
mitted to the Ω context by a ↓! rule. Then, a ↓' rule drops the remaining volatile context, which
contains F of type ↓BD↑BDint. The type of the command in Row (8) becomes ↑BDunit, signifying
that the system detects a successful execution. For the rest of the article, we denote ↓BD and ↑BD as
simply ↓ and ↑.
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Fig. 4. Summary of syntax.

4 A Basic Calculus for Intermittent Execution
In this section, we introduce the syntax and operational semantics of our basic calculus for inter-
mittent computing, with a focus on atomic region execution.

4.1 Syntax
The syntactic constructs in our language is summarized in Figure 4. Values include constants and
variables. Expressions include values and binary operations of expressions. Commands include skip,
mutable let bindings, if branching, assignments, and sequencing. A program, for now, is a sequence
of atomic regions. Atomic regions are denoted Ckpt[aID, d, `, l] (2) with a unique identifier aID,
read-only variables d , must-first-write variables `, checkpointed variables l , and an enclosed
command 2 .

Nonvolatile memory (NV) and volatile memory (V) map locations ℓ to values E , and each location
is annotated with its access mode @ (RD, CK, MFstWt, or Wtn). The nonvolatile memory location ℓck
is the checkpointed copy of location ℓ in volatile memory. The context W maps variable names to
memory locations. Access mode qualifiers in V and NV update throughout execution according to
certain constraints (to be discussed in Section 4.2).

The command 21;, 22 is a runtime instruction used for evaluating 21 under the execution context
, . The execution context, (written concretely as W | V) consists of volatile memory (V) state of
in-scope variables and a mapping from these variables to their memory locations (W ).

To model energy harvesting from the environment, we assume a unique external energy channel,
Y, from which the system receives energy. Three crash instructions control the system in the event
of a power failure. For these, we use shifts ↓ to denote power failure and ↑ to denote re-execution.
The instruction ↓Y # in(1 > 0, ↑^) models the system that faces a power failure, where ^ is the
interrupted command or expression, and 1 > 0 is a guard to ensure that the bound incoming energy
variable 1 is positive. The instruction Y # in(1 > 0, ↑^) models the system awaiting an energy input
to be bound to 1. The instruction ↑^ models the system ready to restore memory and re-execute.

We write K> to denote an open system configuration, consisting of the mapping W , the mode
of execution Md (for now, just aID(2) for atomic regions), energy available for this execution 6,
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Fig. 5. Value configurations.

Fig. 6. Definition of the memory access transition function X .

memories, and the statement B to be executed. The energy level (·) models the state right after
power failure. We close an open configuration with [j Â Y]; we connect it via an external energy
channel Y to an infinite charging stream j of natural numbers, which models available energy the
configuration harvests from the environment at each power failure for re-execution.

4.2 Operational Semantics
The top-level operational semantic rule for evaluating a sequence of atomic regions is of the form
K2 ⇒? K′

2 ; the operational semantic rules for stepping commands and handling power failures
inside an atomic region are of the formK2 ⇒ K′

2 and rules for evaluating commands and expressions
under an open configuration where no power failure occurs are of the form K> → K′

> . We first
define several auxiliary definitions before explaining each set of the operational semantic rules.

Value Configurations. We call a configuration that cannot take a step a value configuration (value
for short), summarized in Figure 5. An open configuration is a value if the statement B under
evaluation is a constant or skip (the first four rules), the configuration of B has depleted all energy
for this execution (rule V-crash), or B is a crash instruction (rules V-↓,V-# in, and V-↑). The latter
two cases are values because they cannot take a step without interacting with the environment or
perform operations on the volatile and nonvolatile memory specific to handling power failures. A
closed configuration is a value only if the statement B is skip with some energy left (= > 0) (rule
V-p-done for programs and rule V-c-done for commands).

Memory Access Transition Function. To ensure appropriate memory accesses, we define a tran-
sition function X on the access qualifiers based on whether a step writes to (Wt) or reads from
(Rd) a memory location. This function is defined in Figure 6. Here, UN represents an undefined
or prohibited action which is caused by writing to a read-only location or reading from a must-
first-write location that has not yet been written. Writing (Wt) to a must-first-write location causes
the qualifier MFstWt to change to Wtn. Any subsequent write or read accesses of such locations
are allowed and the type qualifier remains Wtn. Similarly, write or read accesses of checkpointed
locations and read accesses of read-only locations are allowed and do not change the qualifier.
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Fig. 7. Operational semantic rule for atomic regions.

Fig. 8. Operational semantics for commands and crash instructions under a closed configuration.

Top-Level Program Execution (Closed Config). The D-P-Ckpt rule in Figure 7 executes the next
atomic region in a program. The nonvolatile (NV0) and volatile (V0) locations are initialized using
the InitWorld3 function, which takes as inputs: the current NV, declared read-only, must-first-
write, and checkpointed variables d , `, and l , and their mapping to locations W . The InitWorld3
function (a) changes the qualifier of locations in NV that are declared as read-only in d from CK
to RD, (b) changes the qualifier of locations in NV that are declared as must-first-write in ` from
CK to MFstWt, (c) checks that the rest of the locations in NV are declared as checkpointed in l

and maintains the qualifier CK for these locations, (d) creates V0 by copying the locations of NV
that have qualifier CK, and (e) marks the original version of the locations ℓ in NV that still have
qualifier CK as checkpointed (ℓck) to indicate that they now store checkpointed values. This part
corresponds to the step from Row (0) to Row (1) in Figure 3. The next premise evaluates the
closed configuration of 20 until completion, using the rules in Figure 8. This execution may undergo
several power failures and corresponds to the steps from Row (1) to Row (7) in Figure 3. Finally,
the FinWorld3 function closes off atomic regions, finalizing the volatile and nonvolatile locations.
FinWorld3 (a) copies the values of volatile locations in V′ that have a checkpointed version into
NV′ to commit the changes to these variables to nonvolatile memory, (b) removes the subscript
ck from the locations in NV′ and thus converts ℓck to ℓ to indicate that they now store up-to-date
values and not checkpointed values, and (c) replaces the RD, MFstWt, and Wtn qualifiers of the
locations in NV′ with CK to reset the access mode since they are out of the atomic region. This
corresponds to the step from Row (7) to Row (8) in Figure 3.

Command Execution (Closed Config). We summarize rules for a closed configuration in Figure 8.
Rule D-step steps the closed command configuration using the Figure 9 rules. When the energy
for this execution is depleted (i.e., = = 0), the D-Crash rule applies, stepping the system to the
crash instruction ↓Y # in(1 > 0;↑^). Upon a crash, D-S-aID applies and drops all volatile memory
locations. The D-charge rule steps the execution when a natural number = > 0 is received from
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Fig. 9. Operational semantics for command under an open configuration.

the energy channel. The number = represents the energy available for the re-execution. Finally, the
program is restored via D-restore-aID which copies checkpointed locations into volatile memory
to prepare for re-execution. D-restore-aID maintains the checkpointed locations NV′′

CK and starts
re-executing the original command 20 in the atomic region. Upon restore, all Wtn qualifiers are
reverted back to MFstWt, expressed as NV′′′

Wtn in the premise changing to NV′′′
MFstWt in the resulting

configuration.

Command/Expression Execution (Open Config). The rules for executing commands and expressions
in an open configuration are standard. We present them in Figures 9 and 10. Each step decrements
the energy level by one. The rules ensure that checkpointed location ℓck in NV is not read by the
program, as it could store outdated data, and is not written to, as this would tamper with the
checkpointed value.

The rule D-NV-Read looks up the value E stored in a location ℓ corresponding to variable G . The
premise @′ = X (@, RD) computes the resulting qualifier @′ from the original qualifier @ and updates
the access qualifier in nonvolatile memory accordingly. The rule D-Assign-NV applies when a
nonvolatile memory location ℓ is written to via assignment statements. If the computed qualifier @′
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Fig. 10. Operational semantics for expression under an open configuration.

is defined, the system replaces the value E ′ already in the location ℓ with 4 and updates the access
qualifier on ℓ from @ to @′.

The sequencing rules D-seq, D-seq-step, and D-seq-v use a runtime construct, that handles
the scoping of volatile locations. The rule D-seq steps 21; 22 to the scoped command 21;W |V 22 which
initializes the world with a mapping W and volatile memory state V. To ensure proper scoping, the
idea is to remember the original volatile memory V before evaluating the first command 21 of a
sequence 21; 22, and to revert the volatile state back to V when the execution of the first command
completes successfully. This removes any volatile locations allocated with let during the execution
of command 21. The rule D-seq-step preserves this world while evaluating the first command
21. To simplify the proofs, we assume that D-seq-step always applies to the leftmost sequence,
meaning that 21 is not of the form 2′;, 2′′. Finally, when 21 completely executes to skip, the D-seq-v
steps to 22 and only keeps those volatile locations that are declared in the original V′, and their
corresponding mapping W ′. The rule D-Let-v does not remove let-allocated location bindings as
this is handled by other parts of the system. If there is a command that follows, this scoping is
handled by the rules D-seq, D-seq-step, and D-seq-v as described above. If not, these locations
will be dropped at the end of the atomic block by the FinWorld function in the D-seq-step rule as
they are freshly introduced and do not have a checkpointed counterpart in nonvolatile memory.

Finally, we define the well-formedness conditions for configurations to constrain proper scoping
of memory locations in the presence of sequencing as follows.

Definition 4.1 (Well-Formedness for Configurations). We say that a configuration W | Md | = | NV |
V | 2 is well-formed iff when 2 = 21;,1 · · · ;,=−1 2= ;,=

2=+1 where = > 1, all of the following hold:

—3><(NVck) ⊆ 3><(V9 ) ⊆ 3><(V8 ) ⊆ 3><(V)
—W 9 ⊆ W8 ⊆ W

where 1 ≤ 8 < 9 ≤ = and,: = W: | V: for all : ∈ [1, =].

Definition 4.1 constrains configurations whose command is of the form 21;,1 · · · ;,=−1 2= ;,=
2=+1,

where,8 records volatile memory V8 and mappings W8 that are in scope for 28 . During execution,
volatile memory V grows monotonically except when stepping with D-seq-v which discards out-
of-scope variables, and the mapping W grows and shrinks accordingly. For this reason, the locations
of V8 (which was stashed in,8 prior to stepping to this configuration) should always be a subset
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Fig. 11. Types and typing contexts.

of the locations of V which contain in scope memory locations for the whole command, and
hence 3><(V8 ) ⊆ 3><(V). Similarly, 3><(V9 ) ⊆ 3><(V8 ) for 8 < 9 because D-seq-step always
applies to the leftmost sequence in a command and first executes the left part of the sequence.
As a result, the locations in V8 include newly allocated locations while executing the left part of
the sequence and the domain of V9 is a subset of the domain of V8 . The checkpointed locations in
nonvolatile memory NVck always have corresponding locations in volatile memory. The condition
3><(NVck) ⊆ 3><(V9 ) asserts that the checkpointed memory locations are never scoped out of
volatile memory. Lastly, the condition W 9 ⊆ W8 ⊆ W follows because the mappings W , W8 , and W 9 grow
and shrink with their respective memories V, V8 , and V9 . This well-formedness definition is used
to establish type preservation in Section 8.

5 Static Typing
In this section, we present the type system of our calculus. We begin with types and typing contexts,
and build up to typing judgments and static typing rules.

Types and Typing Contexts. The types are summarized in Figure 11. The modalities ↑ and ↓ stratify
types into stable (gB ) and unstable (gD ) layers and provide a mechanism for shifting between the
two (↑gD and ↓gB layers). Stable types (gB ) are defined as ↑gD and nat { gB . The latter represents
the suspended computation waiting for energy from the environment. We consider nat { gB as a
stable type because its result is not susceptible to power failure. Unstable types (gD ) are defined as
↓gB , type variables CMd

T , basic types ) , and gD ∨ gD . The basic types int and bool are considered
unstable because the values, without being explicitly stored in nonvolatile memory, are transient.
A type variable CMd

T denotes a type in the set {Cunit, CMd
�
} and implements the recursive nature of

crash types. For now, we consider Md to be atomic mode (atom). We repeat the crash types below
which were introduced in Section 3.

command crash type Cunit = ↓(nat { ↑Cunit) ∨ ↓↑unit

expression crash type CMd
� = ↓(nat { ↑Cunit) ∨ ↓↑�

We include the connectives ∨ and{ solely for the purpose of defining crash types; they are not
used elsewhere. Defining crash types using these connectives will allow us to define the logical
relation in Section 6 based on the intended meaning of its index type. Some well-formed types,
e.g., nat { nat { ↑unit, are not accepted by our type system. No well-typed configuration is of
these types, so these types have no inhabitants.

A nonvolatile store typing context Ω assigns stable types (of form ↑�) to variables with locations
in nonvolatile memory. A volatile store typing context Σ assigns unstable types (of form ↓↑�)
to variables that have locations in volatile memory. We write Gck to refer to a variable with
checkpointed location and that has an active volatile log in Σ.

Typing Judgments. Table 1 summarizes all the typing judgments.
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Table 1. Typing Judgment Summary

Command (�D) Md | 1 R 0 : nat | Ω; Σ `Sig 2 :: Cunit a Ω′ 2 could crash
(�D) Md | 1 : nat | Ω; Σ `Sig skip :: ↓↑unit a Ω′ 2 will not crash
(�B ) Md | 1 : nat | Ω `Sig skip :: ↑unit a Ω′ After commit

Expression (�D) Md | 1 R 0 : nat | Ω; Σ `RD;Sig 4 :: CMd
�

4 read, could crash
(�D) Md | 1 : nat | Ω; Σ `RD;Sig E :: ↓↑� 4 read no crash
(�B ) Md | 1 : nat | Ω `RD E :: ↑� 4 read, commit
(�D) Md | 1 : nat | Ω; Σ `WT G :: ↓↑� Write on G , no crash
(�B ) Md | 1 : nat | Ω `WT G :: ↑� Write on G , commit

Program (�B ) Md | 1 : nat | Ω ` ? :: ↑Cunit Before execution
Crash (�D) Md | 1 = 0 : nat | Ω; Σ `Sig ^ :: CMd

)
About to crash

(�D) Md | · | Ω; Σ `Sig ↓Y # in(1 > 0, ↑^) :: ↓(nat { ↑CMd
T ) Crash state

(�B ) Md | · | Ω `Sig Y # in(1 > 0, ↑^) :: nat { ↑CMd
T Waiting for energy

(�B ) Md | 1 > 0 : nat | Ω `Sig ↑^ :: ↑CMd
T Before re-execution

Judgments are also stratified into two varieties, those that derive a stable type (�B ) and those
that derive an unstable type (�D ). Unstable judgments �D have both nonvolatile and volatile store
typing contexts which type the state during an unstable computation. Alternatively, �B judgments
include only the nonvolatile typing context because these type stable command state. The structure
of our unstable and stable typing judgments help guarantee that the independence principle for
intermittent execution is upheld: Values in volatile memory should not influence those in the
nonvolatile memory unless a stable state is reached.

The unstable and stable typing judgments are parameterized over the execution mode Md of the
expression or command to be typed. The judgment also tracks a variable 1 corresponding to the
current energy level of this execution. 1 ranges over natural numbers (nat) and is constrained
by a relation R ∈ {≥, >} or is set to zero. When the constraint is 1 ≥ 0, 1 is effectively uncon-
strained. The constraint on 1 determines whether or not a command can evaluate a value without
power failure.

The command judgments use a signature context Sig, which stores the typing judgments for
the original command of the Ckpt block such that when typing commands restored from a power
failure, the signature is used to check that the restored command typing matches the one stored in
the signature without needing to derive it again. This is similar to typing recursive functions, and
the signature makes the typing derivations finitary and inductive. There are three judgments for
command typing. The first judgment is used when the command has not yet successfully finished
executing; its next step, depending on its constraint R, may or may not crash. The second judgment
types commands with type ↓↑unit. In this judgment, 1 no longer needs to be constrained because
this judgment only types commands that have succeeded completing the execution. This judgment
invokes the third judgment and uses it as a sub-derivation-tree to type the configuration after the
volatile log is committed. The post-context Ω′ is the nonvolatile context Ω with updated access
qualifiers after execution of the command 2 .

The expressions that are being written to are only of the simple form G . As no execution is
required to evaluate G , we consider the operation atomic so its judgment is crash-free, and hence
no constraint is required on 1. Unlike commands, expression typing judgments do not carry post-
contexts because writes, and hence qualifier updates, occur at the command level and not at the
expression level. The labels RD and WT indicate read and write accesses in a program. The static
type checking compares these labels to variable access qualifiers in the typing contexts to ensure
proper memory accesses of variables.
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Fig. 12. Program typing.

For program typing, we only have one judgment that refers to the type of the program before
the execution of its next block starts.

The rest of the judgments type states after a crash. The first judgment has the constraint 1 = 0,
which corresponds to the power failure condition. It invokes the second judgment, which types a
state right after a crash.The third judgment types the state awaiting energy to continue re-execution,
and the final judgment types the state that is ready for restoration and re-execution.

Program Typing. In Figure 12, the T-P-Ckpt rule types the command 20 enclosed in an atomic
region under the mode aID(20) and then types the rest of the program ? .

The first premise sets up the initial typing contexts for nonvolatile and volatile memories. The
partial function InitWorldC initializes the volatile typing context Σ0 by creating a log of variables in
the nonvolatile typing context Ω that are checkpointed. Ω can be uniquely split into Ω2 , Ω< , and
ΩA , where ΩA is the set of all read-only locations in Ω, Ω< is the set of all must-first-write locations
in Ω, and Ω2 is the set of all locations that are checkpointed. To formally define this function, we
use the following notations.

We write Ω � C to denote the subset of Ω whose domain includes all the locations in the set C .
We define Ωck to be the same mapping as Ω except that a subscript ck is added to all the variable
in the domain of Ωck. This is used to generate typing context for checkpointed locations. We define
↓Ω to be the context resulting from adding a ↓ in front of each type that variables in the domain of
Ω are mapped to. This definition is used to generating a typing context for the volatile log used for
the checkpointed locations. They are formally defined below:

Ωck = {Gck :↑�@@ | G :↑�@@ ∈ Ω} ↓Ω = {G :↓↑�@@ | G :↑�@@ ∈ Ω}.
Next, we define the InitWorldC function as follows.

Definition 5.1. Ω0 | Σ0 = InitWorldC (Ω; d ; `;l) iff

—dom(Ω) = d ∪ ` ∪ l ,
—d ∩ ` = ∅, ` ∩ l = ∅, d ∩ l = ∅,
—Ω0 = ΩA ,Ω<,Ω2

ck, and
—Σ0 = ↓Ω2 ,

where Ω = ΩA ,Ω<,Ω2 and ΩA = Ω�d , Ω< = Ω�`, and Ω2 = Ω�l .

If the sets of read-only, must-first-write, and checkpointed variables, d , `, and l , do not comprise
the domain of Ω or are not pairwise disjoint, then the function InitWorldC is not defined and
type-checking fails.

After constructing the new typing contexts using InitWorld, the rule T-P-Ckpt uses the signature
to remember that the atomic region’s original command 20 is typed under memory contexts Ω0; Σ0.
The region is then typed relative to the signature. The nonvolatile post-context Ω′ contains updated
qualifiers from executing the command 20. In particular, the post-context helps us check that all
must-first-write variables in an atomic region are written by the end of its execution, as guaranteed
by the second to last premise Ω′�{MFstWt} = ∅. The last premise checks the remainder of the
program ? with the original typing context Ω, implicitly resetting the qualifiers to CK for the next
program segment.
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Fig. 13. Command typing.

Command Typing. The typing rules for commands are presented in Figure 13. The T-Skip rule
types the command skip at the stable type ↑unit. At this point, the command execution is complete
and the initial nonvolatile context Ω should match the final nonvolatile context. Rule T-∨-Succ
applies when the command successfully completes its execution and still has at least one unit of
energy available (1 > 0) to conclude the execution by committing. In this case, we close off the
constraint on the energy level variable and continue typing the command against the type ↓↑ unit.
Rule T-C-Shift is invoked by T-∨-Succ and updates the memory typing contexts by removing
checkpointed locations in Ω as now they are not needed, and making locations in Σ stable as now
they are committed. This corresponds to the last step of Figure 3. The post-context Ω1�3><(Ω)
discards any variables from Ω1 that do not occur in Ω. In other words, this operation updates the
variables in the post-context from Ω by considering Ω1 and discarding variables that appear in the
volatile context Σ′ that are not checkpointed in Ω ensuring that the domain of the post-context
matches Ω.

The rules T-Let and T-Assign are mostly standard except that we consider crashes. For example,
in typing the command G := 4 , the first premise of T-Assign considers the type of expression 4 to
be the crash type CMd

�
, since the evaluation of 4 could crash. The constraint on the energy levels

for this premise is 1 ≥ 0, as we use one energy unit to deconstruct the assignment command. The
second premise types the location G to be of type ↓↑� because the assignment only occurs when 4

completes evaluation.
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Fig. 14. Expression typing.

In the rule T-If, the first premise checks that expression 4 has type CMd
bool, and the second and

third premises type the commands 21 and 22. Both branches should end with memories whose
variables have the same qualifiers. Programs that have branching that causes variables to have
different qualifiers are rejected by the type system. For example, consider a branching program with
a must-first-write variable that is written in one branch but not the other. At the end of the branch,
the qualifiers in each post-context are inconsistent. Even if that variable is written immediately
after the branch, our type system will reject this program. This is one limitation of our type system.

The rule T-seq types the command 21; 22 by first typing 21 and then typing 22. Starting with the
initial nonvolatile context Ω, the typing of 21 yields the intermediary context Ω′ with updated
qualifiers by executing 21. In the second premise, Ω′ acts as the initial nonvolatile context for typing
22 which produces the final context Ω′′.

The rule T-seq-d applies to the runtime sequencing command where an extra context, = W | V
keeping track of the scoping of volatile locations is used. The premise Σ′ = trim(Σ,V, W) trims
the volatile typing context to remove let variables scoped within 21 and match the scoped volatile
memory V and mapping W . The trimmed context Σ′ is the original context for typing the second
command 22.

The rule T-enough? cases on 1 ≥ 0 and considers two cases: 1 = 0 (the first premise) where
the execution crashes and 1 > 0 (the second premise) where there is at least one unit of energy
available to decompose a command construct, e.g., T-Let or T-Assign.

Expression Typing. Expression typing rules are very similar to those of the commands and they
are shown in Figure 14. The T-Loc-Write and T-Loc-Read rules match the location variable G with
an existing variable inside the context. T-Loc-Write updates the qualifier of G to reflect that it has
been written according to the semantics of X , implicitly checking that G is not a read-only variable.
Note that in the case where a location in volatile memory is being written, the post-context matches
the pre-context because the qualifier of G remains Ck. The T-W-Shift rule is similar to T-C-Shift
but considers the variable G at type ↓↑� under an unstable typing judgment in the conclusion, and
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Fig. 15. Crash, restore, and checkpoint typing.

at ↑� under a stable typing judgment in the premise. The post-context Ω1 � 3><(Ω) only keeps
variables of Ω1 that occur in Ω, and discards variables in the post-context of the premise Ω1 if they
correspond to variables in Σ′. In T-W-Shift and T-C-Shift, Ω1�3><(Ω) ensures that the domain
of the pre- and post-contexts of a judgment always match, and they only differ on the qualifiers
associated with the variables in their domains.

Statement Typing. The typing rules for crash instructions are presented in Figure 15. A crash
is detected by the depleted energy level 1 = 0 in the T-∨-crash rule. In the premise, the crash
instruction ↓Y # in(1 > 0, ↑^′) is typed. The T-aID-stop rule simply drops the volatile locations
in Σ. The T-Charge rule inputs a new energy level from the energy channel Y. The first premise
shows that the energy channel is needed to provide a natural number greater than zero. Finally, the
T-aID-Restore rule prepares for re-execution; volatile memory is restored from the checkpointed
locations in Ω. The checkpointed locations persist in Ω as we may need them if there is another
power failure. Execution continues with the original command 20 enclosed in the atomic region.
Instead of retyping the restored judgments, we check if there are already typing derivations by
matching them up with the saved judgment in the signature.

5.1 Store Typing
We present the well-formedness definitions (Figure 16) to ensure the runtime stores NV and V are
well-typed with respect to typing contexts Ω and Σ. The rule V-loc checks a volatile location’s type
with respect to Σ and W . The rule NV-loc-aID-1 checks non-checkpointed locations in nonvolatile
memory by checking that the value stored in the location ℓ allocated for G has the same type as G .
The rule NV-loc-aID-2 applies when G has a checkpointed value stored in NV and an up-to-date
value stored in the log in V. In this case, the rule ensures that these two values have the same
type. Allowing for volatile memory V and the volatile typing context Σ to be ·, these rules also
define well-formedness of NV with respect to Ω which arises when configurations only contain
nonvolatile memory.

6 Logical Relation for Intermittent Execution
To prove the correctness of an intermittent execution, we need to show that there exists a corre-
sponding continuous execution that results in the same final nonvolatile memory after an arbitrary
number of crashes (idempotency) [59, 60]. In this section, we define a logical relation for relating
intermittent and continuously powered executions of a single atomic region. We use the logical
relation to introduce a semantic typing for programs consisting of atomic regions. Later, in Section 8,
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Fig. 16. Well-formedness of NV | V w.r.t. Ω | Σ.

we show that statically well-typed programs are semantically well-typed and that our semantic
typing ensures idempotency.

6.1 Semantic Typing via a Logical Relation
We define a binary logical relation for crash types that relates an intermittent execution with a
continuously powered execution for a single atomic region. Since crash types are recursive, we rely
on step-indexing to ensure the well-foundedness of the definitions. The step index is the maximum
number of executions that an observer would allow for the intermittent execution. Similar to
prior work [2, 22, 61], our definition consists of a term relation EÈCunitÉ< and a value relation
VÈgÉ< , which relate an open configuration with at most< attempts for executing the region to an
open configuration with continuous power. The value relation requires the intermittently executed
configuration to be a value configuration.

The logical relation is constructed in such a way that two related configurations will result
in the same nonvolatile memories upon completing evaluation of the command, which captures
the idempotency requirements. The term and value logical relations are inductively defined over
a lexicographic induction on the index< and the structure of the types. Our logical relation is
presented in Figure 17.

Auxiliary Definitions. Before explaining details of our logical relation, we define notations and
policies used in its definition.

We write K∞
> to denote an open configuration with an infinite energy level: They are of the form

(W | Md | ∞ | NV | V | 2). Such configuration is used to model a continuously powered execution.
We write K> →∗

irred K
′
> to mean that K> evaluates to an irreducible configuration K′

> which cannot
take any more steps. Since our semantics for commands is deterministic, for each configuration K>

there is exactly one such irreducible configuration. An irreducible configuration might not be a
value but rather an ill-typed configuration that cannot take any more steps. Syntactic typing, by
enabling a proof of progress and preservation, ensures that an irreducible configuration can only be
a value configuration as defined in Figure 5. However, our logical relation does not assume syntactic
typing of configurations. Instead, by defining a value relation for each type, the logical relation
ensures that an irreducible configuration reachable from a semantically well-typed program is
indeed a value configuration.
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Fig. 17. Step-indexed logical relation for crash types.

We write NV \ {MFstWt} to denote the resulting memory after removing all locations with the
qualifier MFstWt from NV.

To account for the power failure, recovery, and finalizing atomic regions’ effects on memory, the
logical relation relies on PwOff, Restore, and Commit policies, referred to as power failure, restore,
and commit policies, respectively. We formally define these policies in Figure 18. The definitions
match the memory operations in the dynamic rules that deal with crash, restore, and re-execution
(D-S-aID, D-restore-aID, and D-P-Ckpt) for atomic regions, though they can be generalized as
we will discuss in Sections 7 and 9.

In Figure 18, the commit policy is defined to capture the effects of finalizing the nonvolatile
memory after a successful atomic region execution. The commit policy copies the values of the
checkpointed volatile memory locations into the nonvolatile memory and changes the qualifiers
of all other locations in the nonvolatile memory to ck. Formally: Commit(W, aID(20),NV1,V1) =
W ′ | NV′

1 ck,V′′, where NV1 = NV′
1 RD,Wtn,MFstWt,NV′′

ck and V1 = V′
1,V′′ and dom(V′′) = dom(NV′′).

Additionally, we have that the original map W covers the committed map W ′ (W ′ ⊆ W ) and that the
locations mapped to by W ′ comprise the locations of NV1, i.e., range(W ′) = 3><(NV1).

The restore policy describes the effect of setting up the memories for re-executing an atomic
region. The restore policy is defined as Restore(W, aID(20),NV1, ^) = NV′

RD,MFstWt,NV′′
ck,NV3

MFstWt |
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Fig. 18. Commit, Restore, and PwOff policy definitions for atomic regions.

NV′′ | 2 where NV1 = NV′
RD,MFstWt,NV′′

ck,NV3
Wtn, marking all locations with the qualifier Wtn with

MFstWt; these locations hold dirty values that will be rewritten on the next execution before they
can be read.

Finally, we define a power off policy to state the effect of the system in the event of a power
failure. Because atomic regions already checkpoint the necessary locations before they begin
executing, the PwOff policy here is defined to lose the volatile memory state upon power failure,
i.e., PwOff(W, aID(20),NV1,V1) = W ′ | ∅, where W ′ is the largest restriction of W with range(W ′) =
dom(NV1).

Now we are ready to explain our term and value relations.

Term Relation. A pair of open command configurations of type Cunit are in the term relation
of index< if any intermittent execution of the first configuration after< observed executions
is indistinguishable from a continuous execution of the second configuration. In the base case
where the index is< = 0, no execution is observed, so any two configurations are in the term
relation. In the inductive case where the index is< + 1, the term relation relates two configurations
at type Cunit if the first configuration eventually steps to a value configuration and the second
configuration can take zero or more steps such that the pair continues to be in the value relation of
VÈCunitÉ<+1.

Value Relation. The value relation is defined based on the intended meaning of the type, and
relates two value configurations that will have the same effect on the stores.

The first two rules omit the index< because the types ↓↑unit and ↑unit are not recursive and
thus no index is needed. The value relation at type ↑unit relates two configurations that have
finalized their executions and thus requires they have the same nonvolatile memories NV. The
value relation at type ↓↑unit relates two configurations that have completed their executions and
right before they commit their changes to nonvolatile memory and requires that the commands in
both configurations be skip and that after committing changes to their nonvolatile memory, the
configurations be related at type ↑unit. In other words, this requires these two configurations to
have the same effect on nonvolatile memory.

The value relations in the last four rows of Figure 17 are defined based on the type of the first
configuration, as it goes through power failure, charging, and recovery, characteristic of intermittent
execution. However, the second configurations in these relations do not encounter power failures
at all and continue to be of type Cunit. Only in the relations defined in the first and second rows
of the Figure 17 term relation do the types of both configurations match the indexed type of the
relation. Hence, the value relation has varying arity: In the first and second rows of Figure 17, the
relation is binary while in the rest, the relation degenerates to unary, with the second configuration
as its Kripke world [27].
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Each definition relates a configuration with a crash instruction to a continuously powered
execution. It includes conditions on the store that quantify the effects of the partial execution, crash,
or recovery, so that these three rules together require that previous partial execution, crashes,
and recovery have no impact to the final nonvolatile memory compared to the continuously
powered execution and at the same time, allow unharmful effects of the partial execution. Because
the structure of the crash type enforces that power failure, charging, and recovery happens in
sequence, each definition applies effects of its own crash instruction and then hands off the resulting
configuration to the previous definition.

The value relation at type ↑Cunit requires that the intermittent configuration runs the crash
instruction ↑^ , which restores a continuation of the execution. The restored configuration continues
to be related to the continuously powered configuration in the term interpretation at its original
type Cunit. The constraint NV0 \ {MFstWt} = NV2 \ {MFstWt} requires that the intermittent
memory is the same as the continuously powered one, modulo must-first-writes. This constraint
is necessary because after a partial execution of an atomic region, memory may be updated in
its written variables. This means that the memory of the intermittently powered configuration
may differ from the continuously powered configuration in those locations with the qualifier Wtn.
The restore policy for atomic regions resets the qualifier Wtn of these locations to MFstWt. Thus,
at this point, the value of locations with qualifier MFstWt may differ between the intermittently
powered and continuously powered configurations. Such differences, however, do not violate the
idempotency of the intermittent execution; in the next execution, these variables will not be read
from before being rewritten, and if the next execution succeeds, these variables will be rewritten.

The value relation at type (nat { ↑Cunit) requires the intermittent configuration to run an
instruction for charging the energy. It is defined similarly to a function type in a value relation and
requires the configurations to be related at type (↑Cunit) for every energy input level = provided to
the first configuration.

The value relation at type ↓(nat { ↑Cunit) relates two configurations if the first one runs the
crash instruction ↓Y # in(= > 0, ↑^) which processes the power failure. The power failure policy
creates a checkpoint of volatile locations such that the configurations continue to be in the value
relation at type (nat { ↑Cunit).

Finally, the value relation relates two open command configurations at type Cunit and index
< + 1 if either (a) the first configuration has faced a power failure, and the two configurations
continue to relate by VÈ↓(nat { ↑Cunit)É< , or (b) the first configuration executed successfully
without any power failures, and the two configurations are related by VÈ↓↑unitÉ. This definition
matches the disjunctive nature of type Cunit, which is recursively defined in the signature as
↓(nat { ↑Cunit) ∨ ↓↑unit. Since we unfold the recursive definition of Cunit, we decrease the
index from< + 1 to< to ensure the relation’s well-foundedness. Note that the value relation is
neither defined nor used by other definitions for Cunit at index 0.

Semantic Typing. The top-level logical relation is written Md | 1 ≥ 0 : nat | Ω | Σ � 21 ≤ 22 : Cunit
stating that each intermittent execution of 21 yields the same nonvolatile memory as a continuously
powered execution of 22, if it begins execution with well-formed memories w.r.t. Ω and Σ (see
Figure 17).

We formalize semantic typing as every atomic region of the program being logically related to
itself. The rule P-Ckpt-semantic says that a program is semantically well-typed if every atomic
region of it is self-related under our logical relation.

Ω0 | Σ0 = InitWorldC (Ω; d ; `;l)
aID(20) | 1 ≥ 0 : nat | Ω0 | Σ0 � 20 ≤ 20 : Cunit 1 : nat | Ω � ? : ↑Cunit

1 : nat | Ω � Ckpt[aID, d, `, l] (20); ? : ↑Cunit
(P-Ckpt-semantic)
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Self-relatedness of a block helps us to build a continuously powered execution for each inter-
mittent execution of it as required for idempotency. We give the precise theorem and proof that a
program comprised of only self-related blocks is idempotent in Section 8.

The P-Ckpt-semantic rule allows us to reason about programs by considering each code block
independently. We can extend this approach to accommodate other code blocks in a program. In
the next section, we extend the system to accommodate JIT blocks and explain how to compose
them with atomic regions in programs.

7 JIT Region Execution
Up until this point, we have focused our discussion entirely on atomic regions. In this section, we
extend the system we have developed thus far to also include JIT regions, written 2;? , where 2 is
the JIT region and ? is the rest of the program. We also add the jit mode to the execution mode,
which is used to index our operational semantics and typing rules. Below, we give the full syntax
of programs and execution modes extended to accommodate JIT programs:

progs ? ::= Ckpt[aID, d, `, l] (2);? | 2;? | skip
exec. mode Md ::= aID(2) | jit

In Section 7.1, we explain the example JIT region from Figure 1. In Section 7.2, we extend the
calculus from above with operational semantic rules for executing JIT regions. Sections 7.3 and 7.4
introduce types and typing rules specific to JIT mode. In Section 7.5, we revisit the semantic typing
and logical relation considering the JIT mode.

7.1 Example
Unlike atomic regions, JIT regions are not susceptible to WAR bugs because they do not re-execute.
Instead, all volatile state is checkpointed in nonvolatile memory just before a power failure so that
upon reboot, program execution resumes from the line of failure. Due to this, variable annotations
are not needed in the program syntax of JIT regions, for all writeable variables are checkpointed
in JIT mode. As a result, all variables in a JIT block are annotated with the qualifier CK. Figure 19
shows the details of executing the JIT region from the second half of Figure 1 (repeated in the left
column).

Row (0) shows the initial nonvolatile locations, their values, and the mapping from variables to
locations. The system starts executing the JIT region by creating an empty context to be populated
by volatile locations (Row (1)). The let construct in Line 8 allocates a fresh location ℓ5 in volatile
memory and updates the mapping to associate variableF to ℓ5. On a power failure in JIT mode, the
system creates a nonvolatile copy of the volatile location ℓ5 just before it loses the location (Row
(3)). It marks the nonvolatile copy with the superscript ck. When resuming program execution,
the system restores these copies to volatile memory which it accesses during execution instead of
their nonvolatile backups (Row (4)). Execution then continues with the if clause on Lines 9–12,
finally dropping the volatile location ℓ5, as it is out of scope (Row (5)).

Shifts in JIT Mode (Figure 19): Below, we recall the typing rule skeletons from Section 3 and use
them to build the typing contexts in Figure 19.

Ω; · ` _ : gD

Ω ` _ : ↑BDgD
↑'

Ω, _ : ↑BD�D ; Σ, _ : ↓BD↑BD�D ` _ : gD

Ω, _ : ↑BD�D ; Σ ` _ : gD
↑!∗

Ω ` _ : gB

Ω; Σ ` _ : ↓BDgB
↓'

Ω, _ : ↑BD�D ; Σ ` _ : gD

Ω; Σ, _ : ↓BD↑BD�D ` _ : gD
↓!

The process of constructing typing contexts for JIT regions is the same as for atomic regions.
However, all variables in JIT regions are checkpointed, and thus, the resulting typing contexts
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Fig. 19. Intermittent execution of a JIT region. We write 8 for int and 1 for bool.

differ from those for atomic regions even when typing the same commands. In Figure 19, we create
an empty volatile context Σ when starting the JIT region (the step from Row (0) to Row (1)) by an
application of the ↑' rule. A combination of the rules ↓! and ↓' corresponds to a power failure, i.e.,
the stepping from Row (2) to Row (3) in Figure 19. An application of the ↓! rule copies the variable
F of type ↓BD↑BD1 in Figure 19 from volatile memory context Σ into nonvolatile memory context Ω.
A ↓' rule closes off the (empty) nonvolatile memory context. As in atomic mode, a combination of
↑' and ↑!∗ rules corresponds to creating a volatile log from a nonvolatile location when restarting
the command after the failure, i.e., the step from Row (3) to Row (4). The ↑' rule prepares for
re-execution by setting up an empty volatile context into which the ↑!∗ rule copies variableF from
the nonvolatile context. We assume an extra weakening rule to eliminate the remaining variableF
in nonvolatile memory context. The dropping of volatile memory context at the end of execution
(Row (5)) is not a modal step, but rather follows from a standard rule for the let clause. Lastly, an
application of ↓' drops the volatile typing context and produces the stable type ↑BDunit, detecting
a successful execution.

7.2 Operational Semantics
The operational semantic rules for evaluating JIT regions are of the same forms as those for atomic
regions: K2 ⇒? K′

2 (program level), K2 ⇒ K′
2 (command level), and K> → K′

> (expression level).

Top-Level Program Execution. The top-level semantic rule for stepping a JIT program is shown in
Figure 20.

The D-P-seq rule applies when the next code block is a regular command 2 . The closed configu-
ration of 2 with an empty initial set of volatile locations is fully evaluated in JIT mode. In Figure 19,
we use the rule D-P-seq to set up an initially empty volatile context to begin executing the JIT
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Fig. 20. Operational semantic rule for JIT regions.

Fig. 21. Operational semantics for crash instructions under a closed configuration (JIT mode).

Fig. 22. Crash types for both JIT and atomic mode.

region (the step from Row (0) to Row (1)), and to step the JIT region (from Row (1) to Row (5))
according to the third premise. Then the resulting volatile locations V′ scoped in 2 are dropped
because in JIT mode the nonvolatile memory always stores up-to-date values and V′ only contains
out-of-scope let variables. This corresponds to the step from Row (5) to Row (6) in Figure 19. The
constraint = > 0 checks that there is energy available for the first code block to take a step, and
=′ > 0 checks that the first code block finishes executing successfully and is not in the midst of a
power failure.

Having both rules D-P-Seq and D-P-Ckpt allows running programs with both JIT and atomic
regions, and the combination of rules T-P-Seq and T-P-Ckpt allows us to statically check them.

Command Execution (Closed Config). We give the rules for a closed configuration in JIT mode
in Figure 21. The rule D-S-Jit corresponds to checkpointing, and stores all volatile memory in
nonvolatile locations. The rule D-restore-Jit moves the checkpointed locations into volatile
memory, thereby dropping the checkpointed locations from the scope of the nonvolatile memory.
D-restore-Jit recovers the interrupted command ^ for the program to resume execution.

7.3 Static Typing
We extend the type system to accommodate JIT regions by introducing crash types and typing
rules for JIT mode, summarized in Figure 22.

Crash Types. We begin by extending the definition of type variables CMd
)

. Because the mode has
been extended to accommodate both atomic regions and JIT regions, we replace the single type
variable CMd

�
with a type variable for each mode: Catom

�
and Cjit

�
. The definition of crash type for

commands in JIT mode (Cunit) is the same as for atomic mode, where the right disjunct represents
successful execution and the left disjunct represents a power failure. To capture the JIT policy, the
type Cunit in the left disjunct represents the same command that was interrupted by the power
failure. The definition of expression crash type for JIT mode (Cjit

�
) is similar to the one for atomic

mode (Catom
�

), where the right disjunct types a successful execution and the left disjunct represents
power failure. However, the type ↑Cjit

�
in the left disjunct captures the JIT recovery policy, that an

interrupted run of an expression in JIT mode will be restored to the expression itself.
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Program Typing. To type JIT programs, we extend our type system with the rule T-P-seq. The
T-P-seq rule types program 2; ? by first typing 2 under JIT mode with 1 ≥ 0, which allows for
the possibility of power failure. The command 2 is typed under an empty volatile memory typing
context, which will be populated when let commands in 2 allocate new volatile locations. The
signature Sig for typing 2 is also empty and is populated later at individual points of failure (rule
T-enough?). Note that the rule T-P-seq does not need additional constraints on the post-context
Ω′ because the access qualifiers never change when running a command 2 in JIT mode. The second
premise types the rest of the program ? under the initial nonvolatile typing context Ω.

jit | 1 ≥ 0 : nat | Ω; · `∅ 2 : Cunit a Ω′ 1 : nat | Ω ` ? : ↑Cunit

1 : nat | Ω ` 2;? : ↑Cunit
(T-P-seq)

Command and Expression Typing. We extend the command and expression typing rules to
accommodate JIT mode which just entails updating our T-enough? rules for commands and
expressions (shown in Figure 23).

We update the T-enough? rule for commands to populate the appropriate signature Sig′′. The
second premise states that the signature remains the same if the mode is atomic, but is populated by
Sig′ if the mode is JIT. In JIT mode, after a power failure, the command 2 is restored to itself, and
Sig′ remembers that the well-typedness of the command (when the energy level is non-negative)
has already been checked. The T-enough? rule for expressions is similar, but is used to remember
the well-typedness of an expression in case of a power failure.

Statement Typing. The typing rules for crash instructions specific to JIT mode are shown in
Figure 24. The T-Jit-stop rule brings a checkpointed version of all the volatile variables in Σ inside
Ω since they are checkpointed upon power failure. Once an energy input is received from the
environment (1 > 0), the rule T-Jit-Restore applies to type the restored command. Here, volatile
memory is restored from the checkpointed locations in Ω. Checkpoints are dropped from Ω and
execution resumes with the expression or command ^, which is the code running right before the
power failure.

7.4 Store Typing
We present the store typing rules for JIT mode in Figure 25: Empty for checking empty stores,
V-loc-Jit for checking volatile locations, and NV-loc-Jit for checking nonvolatile locations. The
rule V-loc-Jit is similar to the volatile store typing rule for atomic mode. The rule checks that the
volatile location ℓ has the qualifier CK, and that the type of the value E stored in ℓ matches the type
of the corresponding variable G in the volatile typing context Σ. The first premise recursively checks
the rest of the volatile store. The rule NV-loc-Jit checks a nonvolatile location ℓ by ensuring that
the variable G , for which ℓ is allocated, has the same type in Ω as the value E stored in ℓ and that
the qualifier @ = CK. The rule then recursively checks the rest of the store. The generalized store
typing rules for both JIT and atomic modes are presented in Appendix A.

7.5 Logical Relation
Our logical relation from Section 6.1 is designed to reason about JIT regions too, but with different
policies. We provide policy definitions for JIT mode in Figure 26. The policies are defined to match
the dynamic rules for crash, restore, and re-execution for JIT execution (D-S-Jit, D-restore-Jit,
and D-P-seq).

The commit policy for JIT mode simply drops all volatile memory and changes the qualifiers of
all locations in nonvolatile memory to ck. In particular, Commit(W, jit,NV1,V1) = W ′ | NV1

ck,NV2
ck,
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Fig. 23. T-Enough? rules for commands and expressions, extended to JIT mode.

Fig. 24. Restore and checkpoint typing in JIT mode.

Fig. 25. Well-formedness of NV | V w.r.t. Ω | Σ in JIT mode.

Fig. 26. Commit, Restore, and PwOff policy definitions for JIT mode.

and NV1 = NV1
RD,NV2

ck. Additionally, the original map W covers the committed map W ′ (W ′ ⊆ W ),
and the locations mapped to by W ′ comprise the locations of NV1 (range(W ′) = 3><(NV1)).

The restore policy for JIT mode is defined as Restore(W, jit,NV1, ^) = NV′ | NV′′ | ^ where
NV1 = NV′,NV′′

ck. We write NV1 = NV′,NV′′
ck to state that NV1 can be uniquely partitioned into

all locations that are checkpointed (NV′′
ck), which are of the form ℓck, and regular locations (NV′)

of the form ℓ . NV′′ is the non-checkpointed version of NV′′
ck which could be retrieved by removing

the ck subscript from every location in NV′′
ck.

Lastly, the power failure policy is defined to checkpoint all volatile locations in JIT mode, i.e.,
PwOff(W, jit,NV1,V1) = W | V1.
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Semantic Typing. Lastly, we extend our semantic typing definition to accommodate JIT regions
too. We do so with the rule P-seq-semantic which says that a program of the form 2;? is seman-
tically well-typed if the JIT block 2 is self-related under the logical relation and if the remaining
program ? is semantically well-typed.

jit | 1 ≥ 0 : nat | Ω | · � 2 ≤ 2 : Cunit 1 : nat | Ω � ? : ↑Cunit

1 : nat | Ω � 2;? : ↑Cunit
(P-seq-semantic)

For programs composed of a combination of JIT and atomic regions, the semantic typing rules
P-seq-semantic and P-Ckpt-semantic indicate that a program is semantically well-typed if every
program block (JIT and atomic region) of it is self-related under our logical relation.

8 Metatheory
This section establishes the main properties of our system: progress and preservation, adequacy—
which states that intermittent executions of semantically well-typed programs are correct—and
the fundamental theorem of logical relation which states that statically well-typed programs are
semantically well-typed. Combining the latter two, it follows that statically well-typed programs
can be correctly executed intermittently. The detailed proofs of these theorems are provided in
Appendices B–E.

8.1 Statically Well-Typed Programs Are Type Safe
We prove type safety according to progress and preservation. The progress and preservation
theorems assume that memory locations are well-formed, `Md

W NV | V : Ω | Σ. The progress theorem
(formally defined below) states that if a command 2 is well-typed, then for all energy levels = and
well-formed memories NV and V, either the configuration of 2 is a value configuration or it can
take a step according to the operational semantics.

Theorem 8.1 (Progress for Commands). If Md | 1 R < : nat | Ω; Σ `Sig 2 : g a Ω′, then ∀
= : nat with = R < and ∀W,NV,V with `Md

W NV | V : Ω | Σ, either

—+0; (W | Md | = | NV | V | 2) or
—∃(W ′ | Md′ | =′ | NV′ | V′ | 2′) s.t. W | Md | = | NV | V | 2 → W ′ | Md′ | =′ | NV′ | V′ | 2′.

Here,< = 0 and the configuration’s concrete energy level = instantiates energy variable 1 in the
typing judgment. The energy level decrements with each command step until the configuration
of 2 is a value where = > 0 (indicating a successful execution), or until = = 0 (indicating a crash)
which our semantics also considers a value. The constraint = R < in the theorem ensures that
the concrete energy level = preserves the relation of 1 with< as required by typing. Note that
this progress theorem does not ensure that a given program will always make enough progress to
complete the execution, because sufficient energy may not be available.

The preservation theorem for commands is formally defined below.

Theorem 8.2 (Preservation for Commands). If Md | 1 ≥ 0 : =0C | Ω; Σ `Sig 2 : g a Ω′

where

(1) W | Md | = | NV | V | 2 is well-formed,
(2) `Md

W NV | V : Ω | Σ,
(3) natural number = ≥ 0, and
(4) W | Md | = | NV | V | 2 → W ′ | Md | =′ | NV′ | V′ | 2′
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then for some Ω0, Σ
′, Md | 1 ≥ 0 : =0C | Ω0; Σ′ `Sig 2

′ : g a Ω′ where

(5) W ′ | Md | =′ | NV′ | V′ | 2′ is well-formed,
(6) `Md

W ′ NV′ | V′ : Ω0 | Σ′,
(7) natural number =′ ≥ 0,
(8) if Md = aID(20), then NV′ \ {MFstWt, Wtn} = NV \ {MFstWt, Wtn},
(9) 3><(NV) = 3><(NV′), and
(10) Ω > Ω0.

Theorem 8.2 states that if 2 is a syntactically well-typed command, whose configuration
W | Md | = | NV | V | 2 is well-formed (1) for well-formed memories NV and V (2) and non-
negative natural number = (3), steps to another configuration W ′ | Md | =′ | NV′ | V′ | 2′ (4),
then 2′ is also syntactically well-typed. Additionally, the stepped configuration is well-formed (5),
the memories NV′ and V′ are well-formed (6), and =′ is a nonnegative natural number (7). Since
an arbitrary command step could write to memory, we also prove that the initial and resulting
memories are the same excluding their must-first-write and written memory locations for the mode
aID(20) (8). As another key invariant, we prove that no new nonvolatile memory locations can be
introduced with a given step, meaning that they can only be updated (9). Theorem 8.2 obligation
(10) enforces that the qualifiers of the variables in contexts Ω0 and Ω are within one X transition of
each other and is defined below in Definition 8.3.

Definition 8.3. Ω > Ω′ iff ∀G :g@@ ∈ , we have G :g@@′ ∈ Ω′ where @′ ≠ *# and either @ = @′ or
X (@,, C) = @′.

8.2 Statically Well-Typed Programs Are Semantically Well-Typed
We prove the soundness of our static typing rules with regard to the semantic typing rules
(Theorem 8.4). We sketch the proof below and provide the full proof in Appendix C.

Theorem 8.4 (Fundamental Theorem). If1 : nat | Ω ` ? : ↑Cunit, then1 : nat | Ω � ? : ↑Cunit.

The proof of Theorem 8.4 is by induction on the static typing derivation for ? and considers the
last step in the derivation. Here, we sketch the proof for the case where D-P-Ckpt is the last step
of the derivation. For the complete proof of Theorem 8.4, see the appendix. By inversion on the
D-P-Ckpt rule, we get ? = Ckpt[aID, d, `, l] (2);?′. Also, 2 is well-typed for static contexts Ω and
Σ, where Ω = Ω′′, Σck.

The goal is to establish that 2 is related to itself in the term interpretation for arbitrary =,<, W ,
NV, and V where `Md

W NV | V : Ω′′, Σck | Σ. This means that we need to prove (W | aID(2) | = |
NV | V | 2,W | aID(2) | ∞ | NV | V | 2) ∈ EÈCunitÉ< for all indices< given that the condition
`Md
W NV | V : Ω | Σ holds. The last condition enforces that the static contexts match the dynamic
context. In particular, NV = NV′,Vck and range(W) = dom(NV).

We prove a generalized version of this goal in the main proof of Theorem 8.4. In particular, we
prove that a well-typed command 2 is related to itself for any two nonvolatile memories NV1 and
NV2 that agree on every value of their locations except those with must-first-write qualifiers. The
goal is to show (W | aID(2) | = | NV1 | V | 2,W | aID(2) | ∞ | NV2 | V | 2) ∈ EÈCunitÉ< where (a)
range(W) = dom(NV1), (b) NV1 \MFstWt = NV2 \MFstWt, and (c) NV1 = NV1 \Wtn. The condition
(a) asserts that W covers the locations in the nonvolatile memory NV1. The condition (b) enforces
that the nonvolatile memories NV1 and NV2 be related up to their MFstWt qualifiers. Lastly, the
condition (c) asserts that the intermittent nonvolatile memory NV1 does not have any Wtn variables
at the beginning of executing an atomic region.

ACM Transactions on Programming Languages and Systems, Vol. 47, No. 2, Article 5. Publication date: April 2025.



5:32 M. Dotzel et al.

Fig. 27. Proof of the fundamental theorem for D-P-Ckpt (inductive case).

Proving this generalized result is crucial to building the simulation because even though the
initial configuration of the continuously powered execution W | aID(2) | ∞ | NV2 | V | 2 matches
the initial configuration of the intermittent execution, the intermediate configurations of the
continuously powered execution are not necessarily the same as their intermittent counterparts,
yet they are still related (for example, point (6) in Figure 27). In particular, the configurations are
the same except for their nonvolatile memories which are equivalent up to their MFstWt locations,
as enforced by condition (b) in Figure 27. We discuss how to establish this relation in the inductive
case explanation below.

Command 2 being self-related is a special case of this generalized goal where the nonvolatile
memories are the same (NV1 = NV2 = NV) and are well-formed with respect to the context
initialized by inversion on the D-P-Ckpt rule. Observe that the three conditions required by the
inductive hypothesis hold in this special case: (a) A0=64 (W) = dom(NV) holds as described above,
(b) NV \ MFstWt = NV \ MFstWt holds vacuously, and (c) NV1 = NV1 \ Wtn is true due to the
definitions of InitWorld and well-formedness.

We then proceed to prove the generalized result mentioned above by induction on the index<.

Base Case. For< = 0, the logical relation in Figure 17 relates any two configurations with the
index zero; and thus, the base case immediately follows from the term interpretation at type Cunit.

Inductive Case. We now discuss the inductive case where < = : + 1 in Figure 27. The green
conditions (d)–(g) are learned throughout the proof, and (a)–(c) are known by assumption. The
places where these conditions are used in the proof are marked on the right hand side of the
diagram. The dashed lines represent implications. For example, to prove point (1), it suffices to
establish point (2) which follows by the term interpretation at type Cunit. To prove point (2), it is
enough to prove point (3), and so on. The proof continues unfolding the logical relation in this
manner until point (6) is reached. Point (6) states that 2 is self-related by the term interpretation at
type Cunit but at the smaller index : . By establishing the appropriate conditions, we can apply the
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inductive hypothesis to establish the desired result. This is the high-level proof strategy, and we
provide more detail in the explanation below.

Our goal is to prove (W | aID(2) | = | NV1 | V | 2,W | aID(2) | ∞ | NV2 | V | 2) ∈
EÈCunitÉ:+1 which corresponds to point (1) in Figure 27 with assumptions (a)–(c). By the progress
and preservation theorems (Theorems 8.1 and 8.2), the first configuration can take multiple steps
until it becomes a value W1 | aID(2) | =′ | NV′ | V′ | 21 that continues to be well-typed. If =′ > 0,
the second configuration steps similarly to completion and establishes that the two resulting
configurations are in the value relation. This case is omitted from Figure 27. If =′ = 0, the second
configuration does not step and instead reaches point (2) in Figure 27. At point (2), the proof must
show that the configurations are in the value interpretation at type Cunit.

The cascade of implications (dashed lines) follows the definition of the value relations at each
type (marked in purple). At each step, we invert on the typing rule of the open configuration and
show that runtime memories stay well-defined for static contexts.

At point (4), we apply the power failure policy for atomic regions, which drops the volatile
memory V′ and creates a mapping using the domain of NV′. By the prior conditions established,
we know the created mapping is the original mapping W .

At point (6), we apply the restore policy for atomic regions, which creates a new volatile memory
based on NV′ and marks all written memory locations in NV′ as must-first-write. By the semantics
of the restore function, we know the volatile memory created is the original volatile memory V
containing only checkpointed locations.

The goal at point (6) is similar to our original goal at point (1) but at the smaller index : . We
can apply the inductive hypothesis to establish the goal at point (6). To do so, it is enough to show
that conditions (a)–(c) hold at this point. First, (a) holds by the original condition (a) combined
with (f) and the definition of NV′ given by (g). The condition (b) holds by combining the original
condition (b) with (c), (e), and the observation that NV′, sans the locations marked MFstWt and
Wtn, is the same as the final intermittent nonvolatile memory, sans the locations marked MFstWt.
(c) continues to be true for each subsequent execution due to the semantics of the restore function
which replaces all Wtn qualifiers in nonvolatile memory with MFstWt.

8.3 Semantically Well-Typed Programs Are Idempotent
A program is idempotent if every intermittent execution of it can be simulated by a continuous
execution. Definition 8.5 defines this property formally.

Definition 8.5 (Idempotency). A triple of a program ? , nonvolatile memory NV, and a mapping W
is idempotent, if every intermittent execution of the program can be simulated by a continuous
execution of it: For all =, =′, j1, j ′1,NV′, ?′, if [j1ÂY] ⊗W | = | NV | ? ⇒? [j ′1ÂY] ⊗W | =′ | NV′ | ?′,
then [j2 Â Y] ⊗ W | ∞ | NV | ? ⇒? [j2 Â Y] ⊗ W | ∞ | NV′ | ?′.

When showing that a program ? with memory NV and mapping W is idempotent, we construct
a simulation of the continuous execution assuming that it begins with the same program code
? and memory NV as the intermittent execution. We use the logical relation from Section 6 to
enforce that the stepped configurations are related in the same way; they share the same program
code ?′ and memory NV′. The charge stream j2 remains unchanged between the initial and final
configurations as the continuous execution does not experience power failures.

Theorem 8.6 states that semantically well-typed programs are idempotent. In the theorem, we
use the store typing judgment for the jit mode to ensure the well-formedness of NV with respect to
a typing context Ω. This reflects the fact that the programs start executing in jit mode by default.

Theorem 8.6 (Adeqacy). Consider 1 : nat | Ω � ? : Cunit, a nonvolatile memory NV, and a
map W such that `jit

W NV | · : Ω | ·. The triple of ? , NV, and W is idempotent.
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The proof builds the simulation required by idempotency using induction on the number of
power failures during each step of a program’s intermittent execution. The construction of this
simulation (and proof) is illustrated below. See Appendix D for the complete proof of Theorem 8.6.

Executing an Atomic Region. Assume that 21 is self-related and that the configuration [j1ÂY]⊗W1 |
aID | = | NV1 | Ckpt[aID, d, `, l] (21);? takes a step to [j: Â Y] ⊗ W | aID | =′ | NV′ | ?
via the rule D-P-Ckpt while incurring possibly <-many power failures. We need to show that
there exists a continuously powered execution of the same program that steps the configuration
[j Â Y] ⊗ W1 | aID | ∞ | NV1 | Ckpt[aID, d, `, l] (21);? to [j Â Y] ⊗ W | aID | ∞ | NV′ | ? . Our
proof constructs such continuously powered execution.

The proof assumes that program Ckpt[aID, d, `, l] (21);? is semantically well-typed. Applying
P-Ckpt-semantic, we learn that the command 21 is semantically well-typed and self-related at type
Cunit. By the definition of logical relation (Figure 17), it follows that the intermittent configuration
of 21 with energy level = is related to the continuously powered configuration of 21 with energy
level ∞ at the type Cunit for every index, including< + 1. We use this relation to build the desired
simulation. Towards this goal, we prove a more general result: For any two related configurations,
if the first configuration takes zero or more steps, then the second configuration takes zero or more
steps such that the two stepped configurations remain related. By definition of our relation, both
configurations result in the same final nonvolatile memories.

The proof is by induction on the number of power failures<. Figure 28 also shows the inductive
case (Lines (1)–(6)) and the base case (Lines (7)–(9)) for the case of an atomic region. Starting
with index< + 1 (point (1) in Figure 28), we build a continuously powered execution for 21 while
showing that the intermediate configurations continue to relate to their intermittent counterparts at
a smaller index< (point (6) in Figure 28). At that point, we apply the inductive hypothesis to obtain
the desired result. Finally, the base case establishes that the memories of the final configurations
are the same.

Inductive Case. By definition of the term interpretation at type Cunit, 21 in the first configuration
runs via D-step until the next power failure. Moreover, it follows by the term interpretation at type
Cunit that the second configuration can also be executed such that the resulting configurations
remain related (point (2)). The first configuration takes a step from point (2) to point (3) with
the rule D-Crash. Since the energy level of the first configuration is 0, it follows by the value
interpretation at type Cunit that these two configurations are related by the value interpretation
at type ↓(nat   ↑Cunit) (point (3)). Using the rule D-S-aID, the first configuration takes a step
from point (3) to point (4). The volatile memory V′

1 is dropped, and hence V′ = ∅. Note that this
matches the power off policy for atomic mode. By assumption to D-S-aID, the mapping W ′′1 drops
the discarded volatile memory locations from W ′1 such that W ′′1 ⊆ W ′1. The two configurations remain
related by the value interpretation at type nat   ↑Cunit (point (4)). The first configuration then
takes another step to point (5) by D-Charge, inputting the harvested energy =0, thus updating the
energy stream to j ′1 where j1 = =0 :: j ′1. By definition of the value relation, the two configurations
remain related at the type ↑Cunit for all =0 (point (5)).

From point (5) to point (6), the first configuration steps via D-restore-aID. In doing so, it
replaces all Wtn qualifiers in the nonvolatile memory NV′

1,V′ with MFstWt in NV0 and loads the
checkpointed data of the nonvolatile memory into the volatile memory V0. As such, the program
counter resets to its original value, and the atomic region re-executes from the beginning such that
20 = 21. The variable mapping stays the same (W0 = W ′′1 ). Note that this matches the restore policy
for atomic mode. The two configurations are then related by the term interpretation at the type
Cunit. This is similar to what we had initially but with one fewer power failure remaining. At this
point, we apply the inductive hypothesis to build the simulation at the index<.
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Fig. 28. Illustration of related configurations evaluating to the same store. We include the trace of the
intermittent execution (left) and build the corresponding continuous execution (right). The purple text shows
the relation between the two configurations at each step according to our logical relation. The orange box
highlights the steps taken during a power failure. The green box highlights where the inductive hypothesis is
applied. The red box highlights the base case. The blue text gives conditions that are known by assumption or
are learned during the proof.

Base Case. When the first configuration finally steps to completion by the D-step rule (point (8)
in Figure 28), it follows by the definition of logical relation that the second configuration also steps
to skip thus detecting a successfully completed execution. This completes the simulation of the
continuous execution of 21. Here, we can apply the rule D-P-Ckpt on this construction to obtain a
continuously powered execution of the program Ckpt[aID, d, `, l] (21); ? . The FinWorld3 function
copies the up-to-date values of volatile memory V′

:
that have checkpointed locations back into

nonvolatile memory NV′
:
, removes the subscript ck from these locations, and changes the qualifiers

of all locations in nonvolatile memory to CK. The volatile memory is dropped and the mapping is
reset to W . This matches the commit policy defined for atomic mode. By the value interpretation at
type ↓↑unit, the two configurations remain related at the type ↑unit (Line (9)). Then, by the value
interpretation at type ↑unit, the final nonvolatile memories are the same (NV′

:
,V′′

:
= NV′

9 ,V′′
9 )

which is the last piece we needed.
For the special case where 22 = 21, NV2 = NV1, and V2 = V1, we can apply the rule D-P-Ckpt to

the constructed execution to find a continuously powered execution of Ckpt[aID, d, `, l] (21);? as
desired: [jÂY] ⊗W1 | aID | ∞ | NV1 | Ckpt[aID, d, `, l] (21);? ⇒? [jÂY] ⊗ W | aID | ∞ | NV′ | ? .

Executing a JIT Block. Assume that 21 is self-related, and [j1 Â Y] ⊗ W1 | jit | = | NV1 | 21;? takes
a step to [j: Â Y] ⊗ W | jit | =′ | NV′ | ? via the D-P-seq rule with possibly<-many power failures
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along the way. We need to show that there exists a continuously powered execution stepping the
configuration [j Â Y] ⊗ W1 | jit | ∞ | NV1 | 21; ? to [j Â Y] ⊗ W | jit | ∞ | NV′ | ? . Our proof
constructs such continuously powered execution.

The overall proof structure is the same as the case for atomic regions. Similarly, the key idea is
that the power off and restore policies in the logical relation exactly follow how the rules D-S-JIT
and D-restore-JIT handle nonvolatile and volatile memories in the operational semantics.

The proof assumes that 21; ? is semantically well-typed, which by P-seq-semantic, yields that 21
is semantically well-typed and self-related at type Cunit. By definition of logical relation (Figure 17),
if 21 is semantically well-typed, then its intermittent configuration with energy level = is related
with the same configuration but with energy level ∞ for every index, including< + 1. We use
this condition to obtain the desired result. In particular, we prove a more general goal stating that
for any two related configurations, if the first configuration takes zero or more steps, then the
second configuration can take zero or more steps such that the stepped configurations remain
related. Moreover, in both configurations, the final nonvolatile memories at the end of the JIT block
execution will store the same values.

The proof is by induction on the number of power failures< until the first configuration succeeds.
Figure 28 shows the inductive case (Lines (1)–(6)) and the base case (Lines (7)–(9)). Starting with
index< + 1 (point (1) in Figure 28), we show that the intermediate configurations continue to relate
at a smaller index<. Then, we apply the inductive hypothesis to obtain the desired result. Finally,
in the base case, we show that the memories of the two final configurations are the same.

Inductive Case. By definition of the term relation, 21 in the first configuration is executed via
D-step until the next power failure occurs, which is detected by a 0 energy level. Moreover, by
the term relation at type Cunit, we can execute 22 in the second configuration to 2′2 such that the
resulting configurations remain related by the value relation at type Cunit (point (2) in Figure 28).

The orange box around Lines (3)–(5) highlights the steps taken when handling a power failure.
Each step corresponds to one of the key operations crash, power off, restore, and re-execute. Since
power failures are incurred by intermittent executions, we step the first configuration according
to the corresponding rules in the operational semantics, but do not step the second configuration
through this sequence. Here, the first configuration takes a step from point (2) to point (3) using
the D-Crash rule. By the definition of the logical relation, the two configurations continue to be
related by the value interpretation at type ↓(nat {↑ Cunit). Then, the first configuration takes
a step from point (3) to point (4) by the D-S-Jit rule. In this case, we know (by the assumptions
of the rule) that V′ = V′

1 and W ′′1 = W ′1. This matches the definition of the power-off policy for
JIT blocks (see Section 6.1, Figure 18). By the value interpretation at type ↓(nat {↑ Cunit), the
two configurations remain related by the value relation at type nat {↑ Cunit. Next, the first
configuration takes a step to point (5) by the rule D-charge which inputs a new energy level (=0)
from the environment and updates the energy stream from j1 to j ′1 where j1 = =0 :: j ′1. By the
definition of the value relation, the two configurations remain related by the value interpretation
at type ↑ Cunit.

Finally, the configuration steps to point (6) by D-restore-Jit which copies all checkpointed
locations in the nonvolatile memory into volatile memory and continues by running the interrupted
command 2′1. That is, V0 = V′ and 20 = 2′1, and the nonvolatile memory and variable mapping
remain the same (NV0 = NV′

1 and W0 = W ′′1 ). This matches the restore policy defined for JIT
regions. Thus, the configurations continue to be related by the term relation at type Cunit, similar
to what we had earlier at point (1) in Figure 28, but with fewer power failures remaining. At this
point, we apply the inductive hypothesis (highlighted by a green box in Figure 28) to build the
continuous execution.
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Base Case. The red box in Figure 28 highlights the base case. Since the index is 1, there are 0
remaining power failures. So, =′

:
> 0 and the first configuration steps to completion via the D-step

rule. By the definition of the value interpretation, we know that the second configuration also
steps to skip indicating a complete execution. This completes the construction of the continuous
execution for 21. The volatile memory V′

9 is dropped, and the mapping is reset to W . This matches
the commit policy defined for JIT blocks.

Note that the value interpretation at type ↓↑unit establishes that the two configurations remain
related at the type ↑unit (Line (9)). The commit policy drops the volatile memories V′

:
and V′

9

such that V′′
:
= V′′

9 = ∅. Finally, by the value interpretation at type ↑unit, we get that the final
nonvolatile memories are the same (NV′

9 ,V′′
9 = NV′

:
,V′′

:
) which completes the proof.

In the special case, where the initial configurations are the same, we have that 22 = 21, NV2 = NV1,
and V2 = V1. Here, we can apply the D-P-seq rule to the construction to obtain a continuous exe-
cution for the program 21;? as desired: [j Â Y] ⊗ W1 | jit | ∞ | NV1 | 21; ? ⇒? [j Â Y] ⊗ W | jit |
∞ | NV′ | ? .

9 More General Policies
So far, we have only considered programs consisting of atomic and JIT regions. In this section, we
show how to accommodate other kinds of intermittent execution models beyond atomic and JIT
regions by utilizing our semantic typing to allow custom policies for power failure, restore, and
commit. We generalize the grammar of programs as follows:

? := · | Reg[aID,−−→0A6] (2);?
−−→0A6 refers to the arguments that the programmer decides to pass to the region for initialization.

To each region, we assign a unique identifier aID that is associated with the three policies and
two functions InitGeneralC and InitGeneral3 to initialize the static and dynamic memories,
respectively. We add the following semantic typing rule for the general regions:

20 | Ω0 | Σ0 = InitGeneralC (Ω; (aID;−−→0A6); 2; )
aID(20) | 1 ≥ 0 : nat | Ω0; Σ0 � 20 ≤ 20 : Cunit 1 : nat | Ω � ? : ↑Cunit

1 : nat | Ω � Reg[aID,−−→0A6] (2); ? : ↑Cunit
(P-Reg-semantic)

For a self-related region to be idempotent, the policies for power failure, restore, and commit in
the logical relation must match the policies in the dynamics. To achieve this, we add the dynamic
rules for custom regions in Figure 29 using the same custom policies Commit, PwOff, and Restore
used in the logical relation. The JIT and atomic region policies and their dynamic rules are instances
of these general policies.

With the custom policies, the logical relation accepts more programs than our type system. For
example, consider an atomic region with the code “if I thenG := 1 else skip.” This piece of code
writes the variable G in one branch but not the other. Our type system only accepts the program
if G is checkpointed. Otherwise, if G is declared as a MFstWt, the post-states of typing the two
branches will not be the same and the type system rejects it. If the qualifier of G is MFstWt initially,
it will be Wtn at the end of the first branch but remain MFstWt after the second branch. However,
a programmer can customize the checkpointing policy of this block to not checkpoint variable
G , and the program remains semantically well-typed and thus idempotent. The intermittent and
continuous executions of this block will always take the same branch and result in the same
nonvolatile memories at the end of execution because the value of I does not change in different
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Fig. 29. Custom dynamic rules.

re-executions. However, because the intermittent and continuously powered executions of this
region always execute the same branch, it is self-related and thus semantically well-typed.

To accept such programs statically, other type systems [60] implement a conservative merge
(making their’s less conservative than our type system) that reconciles the differences in post-
state between the two branches. Implementing this merge in our type system would not change
the logical relation. The policy we have investigated in this work, which checkpoints only WAR
variables, is implemented by real systems [32, 34, 59].

10 Related Work
Intermittent Computing. Prior work on designing runtime systems for intermittent computing [34,

52, 62] relied on informal notions of correctness. This left systems susceptible to two classes of
memory consistency bugs which result from reading computations from partial executions [32]
or allowing stale sensor readings from prior executions to persist in nonvolatile memory [57].
Surbatovich et al. [59] provide the first formal framework for reasoning about intermittent execution,
give the correctness definition that we use, and identify precise memory invariants needed for
an execution to be correct. Our crash types capture the invariant that WAR variables need to be
checkpointed; however, we do not reason about the effect of non-deterministic sensor inputs and
leave it to future work.

Curricle developed an information flow type system for checking and inferring which variables
in an intermittent program are idempotent or non-idempotent, and reasoning about correctness
as an analog to non-interference by asserting that non-idempotent data and power failures do
not influence idempotent data [60]. Variable types are annotated with (1) idempotence qualifiers
that have interior access mode qualifiers which correspond to the qualifiers in our work and (2)
taintedness qualifiers for tracking whether a computation is dependent on an input operation. This
tracking allows their type system to detect another class of memory consistency bugs caused by
access patterns that involve input dependencies. Their work, while also type-based, focuses on
reasoning about these access mode qualifiers whereas our work reasons about the key operations
of intermittent computation.

Other works that investigate the formal properties of intermittent computing either reason about
the effects of intermittent execution on peripheral interactions [9] or enforce timeliness constraints
on sensor readings [58], which are orthogonal to ours.

Persistent Memory. Other works study fault tolerance with respect to different memory models.
Notably, persistentmemorymodels rely solely on nonvolatile memory to perform a computation [14,
33, 38, 63]. Work in this area builds persistent memory interfaces that constrain write orders for
executing concurrent [42, 43] or parallel [11] programs. Our work reasons about sequential program
execution on processors with both volatile and nonvolatile memories.
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Weak persistency semantics formalizes the behavior of programs running under persistency
models for specific processors [49–51]. They prove their systems are correct according to persistent
linearizability, which characterizes the correctness of concurrent program execution according
to write orders [20, 25]. Our formalism is at a higher level than theirs, not considering specific
processors. To our knowledge, our work is the first to characterize the logical interaction between
volatile and nonvolatile memories.

Adjoint Logic. Benton et al. [7, 8] provided the first categorical foundation for using adjoint
functors to combine linear and nonlinear logics and showed that a well-behaved calculus requires an
independence principle: Linear formulae cannot appear in the assumptions of a nonlinear sequent.
Follow-up works further generalized the system [29, 30, 53]. There, the relation to Pfenning and
Davies’s [44] formulation of the lax © modality was noted; © corresponds to UF, where F and U
are adjunctions between truth and validity categories. Short of a full Curry-Howard correspondence
for our type system and underlying logic, we designed the rules for ↑ and ↓ based on the above
calculi. Our stable and unstable contexts correspond to the validity and truth contexts, respectively.
Thus, we speculate that the combination ↑↓ in our system corresponds to the lax modality.

Several prior works used type systems with adjoint modalities to model switching between
program modes [6, 18, 48], e.g., switching a process’s mode between shared and unshared [6],
or adding multicasting, replicable services, and cancelation modes to a session-typed message
passing system [48]. We are the first to use these modalities to handle unforeseen shut-downs and
distinguish between stable and power-failure prone modes.

Logical Relations. Prior work [3, 61] uses step indexing to ensure the well-foundedness of logical
relations that handle heaps with cyclic references, dynamic memory allocation, or recursive types.
Our crash types model the infinite computation that an atomic region can experience under a
non-deterministic number of power failures and re-executions. This recursion necessitates an
indexed relation that limits the number of execution attempts a program can make.

Jung and Tiuryn introduced a logical relation for lambda definability that allows varying ari-
ties [27]. The idea is to increase the arity when passing to later worlds instead of starting with a
large arity. Our logical relation can also be viewed as a relation with different arities; the initial
type of the relation is binary, while after a crash the type of the value relation only corresponds to
the intermittent configuration. During these value steps, the relation is unary, with the continuous
configuration acting as a Kripke world for the intermittent configuration. After restoration, the
relation reverts to binary.

Logical relations have been widely used to prove program equivalence, e.g., [2, 3, 10, 22]. At a
high level, idempotency is similar to program equivalence, but it handles re-execution and requires
us only to prove simulation from an intermittent to continuous run, not vice-versa.

Algebraic Effect Handlers. Algebraic effect handlers [37, 45–47] give a unified theory for compu-
tational effects, e.g., exceptions and interactive input/output. A handler accesses the continuation
to transform the computation. Following effect handler syntax, we write effectful environmental
interactions of our system as Y#in(1 > 0, ↑^), where 1 refers to a natural number returned by the
environment and ↑^ is the continuation. Our restore policy resembles a handler, in that it has
access to the continuation, but an atomic region may dismiss the continuation, restarting from a
saved command.

Crash Consistency. The failure and recovery patterns this article observes for intermittent com-
puting are similar to those of file systems. Verifying the correctness of file system operation under
crashes is also an important task [26] of which several works have studied [12, 13, 23, 41, 55, 56].
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Notably, Bornholt et al. [12] develop crash-consistency models, similar to memory consistency
models, to characterize the failure and recovery behaviors of file systems across crashes. Their
framework Ferrite can be used to verify formal specifications of file systems by both exhaus-
tively executing litmus tests against all possible crash behaviors and symbolically executing litmus
tests against a specification. Their memory model is similar to ours, considering both volatile and
nonvolatile state, and providing rules that define the interaction between these memories in the
presence of a crash. Like idempotence for intermittent computing, the notion of correctness for
crash-consistency models relates a crashy (intermittent) trace of a program to its canonical (con-
tinuously powered) trace. Our work provides formal proofs that automatically verify idempotence
once and for all programs in our language.

Crash Hoare Logic (CHL) [13] ensures the correctness of crash and restore operations in a
file system. CHL extends Hoare logic with a crash condition and a recovery procedure. The crash
condition states what happens to the state on a crash. The recovery procedure runs after the crash
and manipulates the state before resuming. The system checks that if the program crashes, the
storage system will recover to a state consistent with the specifications. Unlike us, they do not
consider idempotency, requiring manual effort to formalize the crash condition and recovery policy.
Our syntactic typing fixes the power failure, restore, and commit policies, and our formal results
guarantee that following the policies ensures idempotency, the common correctness condition
for intermittent execution. We also allow the programmer to formalize bespoke semantically
well-typed policies.

11 Discussion and Future Work
In this section, we discuss assumptions and limitations of our current system and highlight potential
directions for future work.

Language Features. Our calculus models a simple imperative language, which is based on con-
structs common to embedded programs. We do not, for example, consider unbounded loops,
dynamic memory allocation, and first-class pointers, as they are not commonly used in embedded
programs. Bounded loops can be unrolled into commands with if statements, which we do support.
We leave extending our work to handle pointers as future work. Our recent work suggests that
with a type system like Rust, pointers can be straightforwardly incorporated [60].

Variable Annotations. Our typing rules ensure the correctness of intermittent execution, taking
programmer-provided typing annotations as input. A typing error would surface if the program’s
access patterns of a variable do not agree with its typing annotations. For example, if a variable
exhibiting WAR patterns is not annotated as being checkpointed, a type error would occur. Pro-
grammers need to change the annotation of this variable for the program to type check. To give
another example, T-P-Ckpt checks that all must-first-write variables have been written by the end
of an atomic region by checking that no variables in the post-context have type qualifier MFstWt.
Additionally, the InitWorldC function, which sets up the initial typing contexts for an atomic region,
checks that the provided read-only, must-first-write, and checkpointed sets are disjoint from each
other. Such annotations can be automatically inferred; for instance, our recent work [60] provides
inference of qualifiers similar to ours.

System Assumptions. The programs accepted by our type system are free frommemory corruption
errors because our simple calculus does not expose raw pointers like C. However, for our results
to apply to real C programs, we would need to assume memory safety. Unsafe memory behavior
would complicate and even invalidate the analysis of which memory location is written to. With
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that said, programs written in a memory safe language like Rust can be analyzed using our type
system (c.f. [60]).

Implementation. We plan to implement our modal crash type system, targeting Rust as its
memory safety guarantees match our assumptions. Moreover, the existing Rust implementation
of Curricle [60] serves as an attractive starting point, since it supports both type checking and
inference for an extended set of access qualifiers compared to those used in this work. However,
Curricle’s type system uses only one store (so has simpler well-formedness conditions for memory),
has simpler conditions for checking crashes/power failures, and does not support shift operations.
Thus, developing an implementation that combines Curricle’s more sophisticated access qualifiers
and checkpointing policies with crash types’ more sophisticated treatment of crashes and restores
remains future work.

Forward Progress. Finally, in this article, we show that if there is enough energy in the symbolic
energy channel, the program will eventually finish executing in a finite number of attempted power
cycles. However, we cannot in general guarantee that there is always enough energy to do so.
Reasoning about actual energy consumption for embedded systems is highly complex and we leave
it as future work.

12 Conclusion
This work provides the first logical interpretation of intermittent execution for programs consisting
of atomic and JIT regions.We apply adjoint logic to define crash types which internalize the dualities
between stable and unstable values, and complete versus partial (re-)executions of intermittent
programs. The typing constraints capture invariants of power failure, restoration, and re-execution
in intermittent systems. The proofs of progress, preservation, the fundamental theorem, and
adequacy imply the correctness of intermittent systems, i.e., idempotency of execution.
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Appendices
A Store Typing
The rules in Figure A1 define the well-formedness of NV and V with respect to Ω which corresponds
to a crash where V is dropped. The rules are similar, but here the typing judgments of the values E
and E ′ handle the possibility of a crash. This definition is only used in proofs of minor lemmas, so it
is included here in the appendix rather than in the main text.

B Progress and Preservation for Open Configurations
Lemma B.1 (Progress for Shifted Expressions). If

Md | 1:nat | Ω `'3 4 : ↑�

ACM Transactions on Programming Languages and Systems, Vol. 47, No. 2, Article 5. Publication date: April 2025.

https://doi.org/10.1145/3371079
https://doi.org/10.1145/3360561
https://doi.org/10.1145/1950365.1950386
https://doi.org/10.1145/3314221.3314583
https://doi.org/10.1007/978-3-662-43652-3_2
https://doi.org/10.5555/3026877.3026879
https://doi.org/10.1145/3360609
https://doi.org/10.1145/3360609
https://doi.org/10.1145/3453483.3454081
https://doi.org/10.1145/3428231
https://doi.org/10.1145/3428231
https://doi.org/10.1145/3591250
https://doi.org/10.1145/3591250
https://doi.org/10.5555/3026877.3026880
https://doi.org/10.1145/1950365.1950379
https://doi.org/10.1145/3274783.3274837
https://doi.org/10.1145/3274783.3274837


Modal Crash Types for WAR-Aware Intermittent Computing 5:45

Fig. A1. Well-formedness of NV | V w.r.t. Ω.

then ∀ = : nat with = > 0 and ∀NV,V, W with `Md
W NV | V : Ω, either

—+0; (W | Md | = | NV | V | 4) or
—∃(W | Md | =′ | NV | V | 4′) such that W | Md | = | NV | V | 4 → W | Md | =′ | NV | V | 4′.

Proof. The proof proceeds by structural induction over Md | 1 : nat | Ω `'3 4 : ↑�. We include
the full proof in the extended TR [21]. �

Theorem B.2 (Progress for Expressions). If Md | 1 R < : nat | Ω; Σ `'3 ;Sig 4 : g , then
∀ = : =0C with =R< and ∀ NV,V, W with `Md

W NV | V : Ω | Σ, either

—+0; (W | Md | = | NV | V | 4) or
—∃(W | Md | =′ | NV | V | 4′) such that W | Md | = | NV | V | 4 → W | Md | =′ | NV | V | 4′.

Proof. The proof is by structural induction over Md | 1 R < : nat | Ω; Σ `'3 ;Sig 4 : g . We
consider a specific (co-)natural number =R< and contexts NV,V, W with `Md

W NV | V : Ω | Σ. We
include the full proof in the extended TR [21]. �

Lemma B.3. If `Md
W NV | V : Ω | Σ and Σ = ↓Σ′, then `Md

W NV | V : Ω, Σ′.

Proof. The proof is by induction on the structure of `Md
W NV | V : Ω | Σ. For each step in the

derivation, we build the corresponding step of a derivation for `Md
W NV | V : Ω, Σ′ according to the

well-formedness definition. �

Theorem 6.1 (Progress for Commands). If Md | 1 R < : nat | Ω; Σ `Sig 2 : g a Ω′, then ∀
= : nat with =R< and ∀W,NV,V with `Md

W NV | V : Ω | Σ, either

—+0; (W | Md | = | NV | V | 2) or
—∃(W ′ | Md′ | =′ | NV′ | V′ | 2′) such that W | Md | = | NV | V | 2 → W ′ | Md′ | =′ | NV′ | V′ | 2′.

Proof. The proof is by structural induction over Md | 1 R < : nat | Ω; Σ `Sig 2 : g a Ω′. We
include the full proof in the extended TR [21]. �

Axiom 1 (Positive Input to Generation Channel). Y # in() : nat > 0.
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Lemma B.4 (Well-Typedness of Expressions Under Crash in jit). jit | 1 = 0 : nat |
Ω; Σ `RD;Sig′ 4 : Cjit

A for Sig′ = {jit | 1 ≥ 0 : nat | Ω; Σ `RD 4 : Cjit
A }.

Proof. We include the full proof in the extended TR [21]. �

Lemma B.5 (Well-Typedness of Expressions Under Crash in aID). If aID(20) | 1 = 0 : nat |
Ω; Σ′ `RD;Sig 4′ : g then for all 4 and Σ, aID(20) | 1 = 0 : nat | Ω; Σ `RD;Sig 4 : g .

Proof. We include the full proof in the extended TR [21]. �

Lemma B.6 (Well-Typedness of Commands Under Crash in jit). jit | 1 = 0 : nat |
Ω; Σ `Sig′ 2 : Cjit

unit for Sig′ = {jit | 1 ≥ 0 : nat | Ω; Σ ` 2 : Cjit
unit}.

Proof. We include the full proof in the extended TR [21]. �

Lemma B.7 (Well-Typedness of Commands Under Crash in aID). If aID(20) | 1 = 0 : nat |
Ω; Σ′ `Sig 2

′ : g then for all 2 and Σ, aID(20) | 1 = 0 : nat | Ω; Σ `Sig 2 : g .

Proof. We include the full proof in the extended TR [21]. �

Theorem B.8 (Preservation for Expressions). If

(†) Md | 1 ≥ 0 : =0C | Ω; Σ `RD;Sig 4 : g

and for some `Md
W NV | V : Ω | Σ and (co-)natural number = ≥ 0, we have

W | Md | = | NV | V | 4 → W | Md | =′ | NV | V | 4′

then
Md | 1 ≥ 0 : =0C | Ω; Σ `RD;Sig 4′ : g

with =′ ≥ 0.

Proof. The proof is by induction on the size of 4 . We include the full proof in the extended
TR [21]. �

Definition B.9. We write Σ′ = trim(Σ,V, W) where G :g@@ ∈ Σ′ iff W = [G ↦→ ℓ], W ′ and G :g@@ ∈ Σ
and ℓ ∈ dom(V).

Lemma B.10 (Eqality of Trimmed Volatile Contexts). If

(i) Σ′ = trim(Σ,V0, W0)
(ii) `Md

W NV | V : Ω | Σ
(iii) `Md

W ′′ NV′ | V′ : Ω | Σ′′

(iv) 3><(V0) ⊆ 3><(V) and 3><(V0) ⊆ 3><(V′)
(v) W0 ⊆ W and W0 ⊆ W ′′

then Σ′ = trim(Σ′′,V0, W0).

Proof. We include the full proof in the extended TR [21]. �

Lemma B.11 (Well-Formedness of Smaller Memories). If

(i) `Md
W NV | V : Ω | Σ,

(ii) V′′ = V � dom(V′),
(iii) Σ′ = trim(Σ,V′, W ′), and
(iv) W ′ ⊆ W

then `Md
W ′ NV | V′′ : Ω | Σ′.
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Proof. The proof proceeds by induction on the size of V − V′′. We include the full proof in the
extended TR [21]. �

Lemma B.12 (Monotonicity of Volatile Memories). If W | Md | = | NV | V | 2 → W ′ | Md | =′ |
NV′ | V′ | 2′ where 2 ≠ 21;, 22, then 3><(V) ⊆ 3><(V′) and W ⊆ W ′.

Proof. The proof is straightforward, proceeding in cases on the dynamic rules. �

Definition B.13. Ω > Ω′ iff ∀G :g@@ ∈ , we have G :g@@′ ∈ Ω′ where @′ ≠ *# and either @ = @′

or X (@,, C) = @′.

Lemma B.14. If Md | 1 > 0 : nat | Ω; Σ `Sig 2 : CMd
unit a Ω′, then 3><(Ω) ⊆ 3><(Ω′).

Proof. The proof is by induction on the size of 2 . We consider possible cases for Md | 1 > 0 :
nat | Ω; Σ `Sig 2 : CMd

unit a Ω′.

Case [T-C-Shift].
Σ = ↓Σ′ Ω = Ω′,Ω′′

ck Md | 1 : nat | Ω′, Σ′ `Sig skip : ↑unit a Ω1

Md | 1 : nat | Ω; Σ `Sig skip : ↓↑unit a Ω1�3><(Ω)
(T-C-Shift)

By definition of �, we obtain the desired result 3><(Ω) ⊆ 3><(Ω1�3><(Ω)).

Case [T-seq].
Md | 1 ≥ 0 : nat | Ω; Σ `Sig 21 : CMd

unit a Ω′ Md | 1 ≥ 0 : nat | Ω′; Σ `Sig 22 : g a Ω′′

Md | 1 > 0 : nat | Ω; Σ `Sig 21; 22 : g a Ω′′ (T-seq)

By inversion of T-seq, we learn that
—Md | 1 ≥ 0 : nat | Ω; Σ `Sig 21 : CMd

unit a Ω′

—Md | 1 ≥ 0 : nat | Ω′; Σ `Sig 22 : g a Ω′′

By applying the inductive hypothesis to each of these judgments, we learn that 3><(Ω) ⊆
3><(Ω′) and 3><(Ω′) ⊆ 3><(Ω′′). By transitivity, we establish the desired result 3><(Ω) ⊆
3><(Ω′′).

Case [T-seq-d]. This case is similar to T-seq.

Case [T-∨-Succ,T-Let,T-Assign,T-If,T-enough?]. In each case, we apply the inductive hy-
pothesis to learn that 3><(Ω) ⊆ 3><(Ω′). �

Theorem 6.2 (Preservation for Commands). If

(†) Md | 1 ≥ 0 : =0C | Ω; Σ `Sig 2 : g a Ω′

and W | Md | = | NV | V | 2 is well-formed, `Md
W NV | V : Ω | Σ, 3><(NVck) ⊆ 3><(V), and for some

(co-)natural number = ≥ 0, we have

W | Md | = | NV | V | 2 → W ′ | Md | =′ | NV′ | V′ | 2′

then for some Σ′, and Ω0

Md | 1 ≥ 0 : =0C | Ω0; Σ
′ `Sig 2

′ : g a Ω′

where `Md
W ′ NV′ | V′ : Ω0 | Σ′, Ω > Ω0, and =′ ≥ 0. Moreover W ′ | Md | =′ | NV′ | V′ | 2′ is

well-formed. Moreover, 3><(NV) = 3><(NV′), and if Md = aID(20), then NV′ \ {MFstWt, Wtn} =
NV \ {MFstWt, Wtn} and 3><(NV′

ck) ⊆ 3><(V′).
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Proof. The proof is by induction on the size of 2 . We consider possible cases for W | Md | = |
NV | V | 2 → W ′ | Md′ | =′ | NV′ | V′ | 2′ and only show the most interesting ones.

Case [D-Assign-V].
Val(W | Md | = | NV | V | 4)

V = V′, ℓ@@ ↩→ E ′ @′ = X (@, wt) ≠ UN W = W ′, [G → ℓ] = = =′ + 1

W | Md | = | NV | V | G := 4 → W | Md | =′ | NV | V′, ℓ@@′ ↩→ 4 | skip
(D-Assign-V)

By the last premise = > 0, and =′ ≥ 0. By inversion on (†) via T-Enough? rule, we have

(†1) Md | 1 > 0 : nat | Ω; Σ `Sig G := 4 : g a Ω′

and
(†2) Md | 1 = 0 : nat | Ω; Σ `Sig′′ G := 4 : g

where Sig′′ = 8 5 Md = jit Cℎ4= Sig′ 4;B4 Sig and Sig′ = {Md | 1 ≥ 0 : nat | Ω; Σ ` G := 4 :
g}.
By inversion on (†1) via T-Assign

Md | 1 ≥ 0 : nat | Ω; Σ `RD;Sig 4 : CMd
� Md | 1 > 0 : nat | Ω; Σ `WT G : ↓↑� a Ω′

Md | 1 > 0 : nat | Ω; Σ `Sig G := 4 : CMd
unit a Ω′ (T-Assign)

we have
(1) Md | 1 ≥ 0 : nat | Ω; Σ `RD;Sig 4 : CMd

�

(2) Md | 1 > 0 : nat | Ω; Σ `WT G : ↓↑� a Ω′

By V-loc and the definition of V, we have that `Md
W NV | V′, (ℓ@Ck ↩→ E ′) : Ω | Σ0, (G :↓↑

�@Ck) where Σ = Σ0, (G :↓↑ �@CK). It follows by inversion on T-w-Shift and T-Loc-Write

Σ = ↓Σ′

Ω = Ω0,Ω1 ck

Ω0, Σ
′ = G : ↑�@CK,Ω′

2 = Ω′′ CK = X (CK,, C) ≠ UN

Md | 1 > 0 : nat | Ω0, Σ
′ `WT G : ↑� a Ω′′ (T-Loc-Write)

Md | 1 > 0 : nat | Ω; Σ `WT G : ↓↑� a Ω′′�3><(Ω)
(T-w-Shift)

that
—Ω′ = Ω′′�3><(Ω) (∃Ω′′)
—Ω′′ = Ω0, Σ

′

—Σ = ↓Σ′

—Ω = Ω0,Ω1 ck
It follows by assumption NVck ⊆ V and the well-formedness condition `Md

W NV | V : Ω | Σ
that Ω1 ck ⊆ Σ′. Hence Ω ⊆ Ω0, Σ

′. Since Ω′′ = Ω0, Σ
′, it follows that Ω ⊆ Ω′′, and hence

Ω = Ω′′�3><(Ω). Since Ω′ = Ω′′�3><(Ω), we have that Ω = Ω′.

By the premise Val(W | Md | = | NV | V | 4), we can apply inversion on Md | 1 ≥ 0 : nat |
Ω; Σ `RD;Sig 4 : CMd

A via T-Enough?, T-∨-Succ, and T-R-Shift to get

Md | 1 : nat | Ω, Σ′ `RD;Sig 4 : ↑A,
where Σ = ↓Σ′.
Applying V-loc, we can show that `Md

W NV | V′, (ℓ@Ck ↩→ 4) : Ω | Σ0, (G :↓↑ �@Ck) where
Σ′ = Σ0, (G :↓↑ �@Ck).
We want to show that

Md | 1 > 0 : nat | Ω; Σ `Sig skip : Cunit a Ω′′�3><(Ω).
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Noting that Ω = Ω′′�3><(Ω), it follows by T-Skip, T-C-Shift, and T-∨-Succ that

Md | 1 > 0 : nat | Ω; Σ `Sig skip : Cunit a Ω.

We consider two subcases based on Md.
Subcase 1. [Md = Jit]. Let Sig1 = {Md | 1 ≥ 0 : nat | Ω; Σ ` skip : Cunit}. From Lemma
B.6, we get Md | 1 = 0 : nat | Ω; Σ `Sig skip : Cunit.
Subcase 2. [Md = aID(20)]. By (†2) via Lemma B.7, we get Md | 1 = 0 : nat | Ω; Σ `Sig
skip : Cunit.

In both subcases, the desired result follows by T-Enough?:
Sig1 = {Md | 1 ≥ 0 : nat | Ω; Σ ` skip : g}

Sig2 = 8 5 Md = jit Cℎ4= Sig1, 4;B4 Sig Md | 1 = 0 : nat | Ω; Σ `Sig2 skip : Cunit
Md | 1 > 0 : nat | Ω; Σ `Sig skip : Cunit a Ω

Md | 1 ≥ 0 : nat | Ω; Σ `Sig skip : Cunit a Ω
(T-enough?)

Observe that the well-formedness of W | Md | =′ | NV | V′, ℓ@@′ ↩→ 4 | skip follows by
Definition 4.1, vacuously, and Ω > Ω follows by Definition 8.3, both vacuously. Addition-
ally, observe that NV \ {MFstWt, Wtn} = NV \ {MFstWt, Wtn}, as desired. Lastly, note that
3><(V) = 3><(V′, ℓ@@′ ↩→ 4). Therefore, it follows by assumption that 3><(NVck) ⊆
3><(V′, ℓ@@′ ↩→ 4).
Case [D-Assign-NV].

Val(W | Md | = | NV | V | 4)
NV = NV′, ℓ@@ ↩→ E ′ @′ = X (@,Wt) ≠ UN W = W ′, [G → ℓ] = = =′ + 1

W | Md | = | NV | V | G := 4 → W | Md | =′ | NV′, ℓ@@′ ↩→ 4 | V | skip
(D-Assign-NV)

By the last premise = > 0, and =′ ≥ 0. By inversion on (†) via T-Enough? rule, we have

(†1) Md | 1 > 0 : nat | Ω; Σ `Sig G := 4 : g a Ω′

and
(†2) Md | 1 = 0 : nat | Ω; Σ `Sig′′ G := 4 : g

where Sig′′ = 8 5 Md = jit Cℎ4= Sig′ 4;B4 Sig and Sig′ = {Md | 1 ≥ 0 : nat | Ω; Σ ` G := 4 : g}.

By inversion on (†1) via T-Assign
Md | 1 ≥ 0 : nat | Ω; Σ `RD;Sig 4 : CMd

� Md | 1 > 0 : nat | Ω; Σ `WT G : ↓↑� a Ω′

Md | 1 > 0 : nat | Ω; Σ `Sig G := 4 : CMd
unit a Ω′ (T-Assign)

we learn that
(1) Md | 1 ≥ 0 : nat | Ω; Σ `RD;Sig 4 : CMd

�

(2) Md | 1 > 0 : nat | Ω; Σ `WT G : ↓↑� a Ω′

By inversion on (2) via T-w-Shift and T-Loc-Write:
Σ = ↓Σ′ Ω = Ω0,Ω1 ck

Ω0, Σ
′ = G : ↑�@@,Ω′

2 Ω′′ = G : ↑�@@′,Ω′
2 @′ = X (@,, C) ≠ UN

Md | 1 > 0 : nat | Ω0, Σ
′ `WT G : ↑� a Ω′′ (T-Loc-Write)

Md | 1 > 0 : nat | Ω; Σ `WT G : ↓↑� a Ω′′�3><(Ω)
(T-w-Shift)

we have
(i) Ω′ = Ω′′�3><(Ω) (∃Ω′′)
(ii) Σ = ↓Σ′

(iii) Ω = Ω0,Ω1 ck
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(iv) Ω0, Σ
′ = G : ↑�@@,Ω′

2
(v) Ω′′ = G : ↑�@@′,Ω′

2
(vi) @′ = X (@,Wt) ≠ UN

By Val(W | Md | = | NV | V | 4), we can apply inversion on Md | 1 ≥ 0 : nat | Ω; Σ `RD;Sig
4 : CMd

A via T-Enough?, T-∨-Succ, and T-R-Shift to get

Md | 1 : nat | Ω, Σ′ `RD;Sig 4 : ↑A,

where Σ = ↓Σ′. This is enough to prove `Md
W (ℓ@Ck ↩→ 4,NV′′) | V : (G : ↑�@@′,Ω′

2) | Σ.
From here, we note that since G : ↑�@@, we have G : ↑�@@ ∈ Ω0. Therefore, Ω′′ = Ω0, Σ′ for
some Ω0 < Ω0 (i.e., Ω0 = Ω′′

0 , G : ↑�@@′ where Ω0 = Ω′′
0 , G : ↑�@@).

We now need to show that

Md | 1 > 0 : nat | Ω′; Σ `Sig skip : Cunit a Ω′′�3><(Ω).

Let Ω′ = Ω0,Ω1
ck. By T-Skip, T-C-Shift, and T-∨-Succ, and recalling that Ω′ = Ω′′�3><(Ω)

(as defined above), we have

Σ = ↓Σ′

Ω′ = Ω0,Ω1
ck Md | 1 > 0 : nat | Ω0, Σ′ `Sig skip : ↑unit a Ω′′ (T-Skip)

Md | 1 > 0 : nat | Ω′; Σ `Sig skip : ↓↑unit a Ω′′�3><(Ω′)
(T-C-Shift)

Md | 1 > 0 : nat | Ω′; Σ `Sig skip : Cunit a Ω′′�3><(Ω′)
(T-∨-Succ)

We now need to show that 3><(Ω′) = 3><(Ω). From (i), we have that 3><(Ω′) ⊆ 3><(Ω).
By Lemma B.14, we have that 3><(Ω) ⊆ 3><(Ω′).
We consider two subcases based on Md.
Subcase 1. [Md = Jit]. Let Sig1 = {Md | 1 ≥ 0 : nat | Ω′; Σ ` skip : Cunit}. By Lemma
B.6, we get Md | 1 = 0 : nat | Ω′; Σ ` skip : Cunit.
Subcase 2. [Md = aID(20)]. By (†2) via Lemma B.7, we get Md | 1 = 0 : nat | Ω′; Σ ` skip :
Cunit.

In both subcases, the desired result follows by T-Enough?:

Sig1 = {Md | 1 ≥ 0 : nat | Ω; Σ ` skip : Cunit}
Sig2 = 8 5 Md = jit Cℎ4= Sig1, 4;B4 Sig Md | 1 = 0 : nat | Ω′; Σ `Sig2 skip : Cunit

Md | 1 > 0 : nat | Ω′; Σ `Sig skip : Cunit a Ω′′�3><(Ω′)
Md | 1 ≥ 0 : nat | Ω′; Σ `Sig skip : Cunit a Ω′′�3><(Ω′)

(T-enough?)

Observe that the well-formedness of W | Md | =′ | NV′, ℓ@@′ ↩→ 4 | V | skip follows by
Definition 4.1 vacuously. The detail Ω > Ω′ follows by Definition 8.3, (iv) and (v) from
above, and the premise @′ = X (@,Wt) ≠ UN. If Md = aID(20), we want to show that
NV \ {MFstWt, Wtn} = (NV′, ℓ@@′ ↩→ 4) \ {MFstWt, Wtn}. By definition, NV = NV′, ℓ@@ ↩→
E ′. Since ℓ is written to, @′ = Wtn, and either @ = Wtn or @ = MFstWt. Now we need
to show that NV′, ℓ@@ ↩→ E ′ \ {MFstWt, Wtn} = NV′, ℓ@@′ ↩→ 4 \ {MFstWt, Wtn}. From
above, this reduces to showing NV′ \ {MFstWt, Wtn} = NV′ \ {MFstWt, Wtn} which holds
trivially. Lastly, note that 3><(NV) = 3><(NV′, ℓ@@′ ↩→ 4). Therefore, it follows by as-
sumption, and the definition of X (i.e., @′ = Ck if @ = Ck), that 3><(NV0

ck) ⊆ 3><(V) where
NV′, ℓ@@′ ↩→ 4 = NV0

ck,NV1.
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Case [D-seq-step].
= > 0 W | Md | = | NV | V | 21 → W ′ | Md | =′ | NV′ | V′ | 2′1
W | Md | = | NV | V | 21;, 22 → W ′ | Md | =′ | NV′ | V′ | 2′1;, 22

(D-seq-step)

The premises yield
(a) = > 0
(b) W | Md | = | NV | V | 21 → W ′ | Md | =′ | NV′ | V′ | 2′1
By assumption, note that

—`Md
W NV | V : Ω | Σ

—Md | 1 ≥ 0 : nat | Ω; Σ `Sig 21;, 22 : g a Ω′

—W | Md | = | NV | V | 21;, 22 is well-formed.
Put, = W0 | V0. Then by Definition 4.1, we have 3><(V0) ⊆ 3><(V) and W0 ⊆ W . Observe
that W | Md | = | NV | V | 21 is well-formed, which vacuously follows by Definition 4.1
because 21 does not have the form 2′;, ′ 2′′ and we always run the command 21 before 22.
By inversion of Md | 1 ≥ 0 : nat | Ω; Σ `Sig 21;, 22 : g a Ω′ via T-Enough? rule, we have

(†1) Md | 1 > 0 : nat | Ω; Σ `Sig 21;, 22 : g a Ω′

and
(†2) Md | 1 = 0 : nat | Ω; Σ `Sig′′ 21;, 22 : g

where Sig′′ = 8 5 Md = jit, Cℎ4= Sig′, 4;B4 Sig and Sig′′ = {Md | 1 ≥ 0 : nat | Ω; Σ `
21;, 22 : g}.
By inversion of (†1) via T-seq-d

, = W0 | V0 Md | 1 ≥ 0 : nat | Ω; Σ `Sig 21 : Cunit a Ω′

Σ′ = trim(Σ,V0, W0) Md | 1 ≥ 0 : nat | Ω′; Σ′ `Sig 22 : g a Ω′′

Md | 1 > 0 : nat | Ω; Σ `Sig 21;, 22 : g a Ω′′ (T-seq-d)

we learn that
(1) Md | 1 ≥ 0 : nat | Ω; Σ `Sig 21 : Cunit a Ω′

(2) Σ′ = trim(Σ,V0, W0)
(3) Md | 1 ≥ 0 : nat | Ω′; Σ′ `Sig 22 : g a Ω′′

By the inductive hypothesis applied to (1), (b), the well-formedness of W | Md | = | NV | V | 21,
`Md
W NV | V : Ω | Σ, = ≥ 0, and 3><(NVck) ⊆ 3><(V), we get Md | 1 ≥ 0 : nat | Ω0; Σ′′ `Sig
2′1 : Cunit a Ω′, where

(i) `Md
W ′ NV′ | V′ : Ω0 | Σ′′,

(ii) =′ ≥ 0,
(iii) W ′ | Md | =′ | NV′ | V′ | 2′1 is well-formed,
(iv) Ω > Ω0,
(v) if Md = aID(20), NV \ {MFstWt, Wtn} = NV′ \ {MFstWt, Wtn}, and
(vi) 3><(NV′

ck) ⊆ 3><(V′).
We now need to show that 3><(NV′

ck) ⊆ 3><(V0) ⊆ 3><(V′) and W0 ⊆ W ′. Observe that
21 ≠ 2′;, 2′′ because 21;, 22 and we always run 21 first. By Lemma B.12 and 21 ≠ 2′;, 2′′,
it follows that 3><(V) ⊆ 3><(V′) and W ⊆ W ′. Then it follows by 3><(V0) ⊆ 3><(V) and
W0 ⊆ W (as shown above), that 3><(V0) ⊆ 3><(V) ⊆ 3><(V′) and W0 ⊆ W ⊆ W ′. Additionally,
it follows by assumption that 3><(NV) = 3><(NV′), and so it follows by the assumption
3><(NVck) ⊆ 3><(V0) that 3><(NV′

ck) ⊆ 3><(V0). Hence, 3><(NV′
ck) ⊆ 3><(V0) ⊆

3><(V′) and W0 ⊆ W ′.
It suffices to show Σ′ = trim(Σ′′,V0, W0).
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By Lemma B.10, it follows that Σ′ = trim(Σ′′,V0, W0).
Using, = W0 | V0, (2), (3), and Md | 1 ≥ 0 : nat | Ω0; Σ′′ `Sig 2

′
1 : Cunit a Ω′, we can apply

T-seq-d

, = W0 | V0 Md | 1 ≥ 0 : nat | Ω0; Σ
′′ `Sig 2

′
1 : Cunit a Ω′

Σ′ = trim(Σ′′,V0, W0) Md | 1 ≥ 0 : nat | Ω′; Σ′ `Sig 22 : g a Ω′′

Md | 1 > 0 : nat | Ω0; Σ
′′ `Sig 2

′
1;, 22 : g a Ω′′ (T-seq-d)

We now need to show that Md | 1 = 0 : nat | Ω0; Σ′′ `Sig 2
′
1;, 22 : g . The proof proceeds in

two subcases based on Md:
Case Md = jit. Let Sig1 = {Md | 1 ≥ 0 : nat | Ω0; Σ′′ ` 2′1;, 22 : g}. It follows by Lemma
B.6 that Md | 1 = 0 : nat | Ω0; Σ′′ ` 2′1;, 22 : g .

Case Md = aID(20). By (†2) via Lemma B.7, we can see that Md | 1 = 0 : nat | Ω0; Σ′′ `
2′1;, 22 :g .

In both cases, Md | 1 = 0 : nat | Ω0; Σ′′ ` 2′1;, 22 : g .
The desired result follows by T-Enough?:

Sig1 = {Md | 1 ≥ 0 : nat | Ω0; Σ
′′ ` 2′1;, 22 : g}

Sig2 = 8 5 Md = jit, Cℎ4= Sig1, 4;B4 Sig Md | 1 = 0 : nat | Ω0; Σ
′′ ` 2′1;, 22 : g

Md | 1 > 0 : nat | Ω0; Σ
′′ ` 2′1;, 22 : g a Ω′′

Md | 1 ≥ 0 : nat | Ω0; Σ
′′ ` 2′1;, 22 : g a Ω′′ (T-enough?)

and (iv), which asserts that Ω > Ω0.
Observe that by Definition 4.1 applied to 3><(NV′

ck) ⊆ 3><(V0) ⊆ 3><(V′) and W0 ⊆ W ′

(as shown above), W ′ | Md | =′ | NV′ | V′ | 2′1;, 22 is well-formed. In the case where 2′1 is of
the form 2′;, 2′′, the rule stepping 21 must be D-seq since 21 ≠ 2′;, 2′′. Thus, observe that
W ′ ⊆ W ′ and 3><(NV′

ck) ⊆ 3><(V′) ⊆ 3><(V′), and hence it follows by Definition 4.1 that
W ′ | Md | =′ | NV′ | V′ | 2′1;, 22 is well-formed.

Note that 3><(NV) = 3><(NV′) holds by observation, and by the inductive hypothesis in
D-seq-step. �

Lemma B.15. If W | Md | = | NV1 | V | 2 → W | Md | =′ | NV′
1 | V′ | 2′ and NV1 \ {MFstWt} =

NV2 \ {MFstWt}, then W | Md | ∞ | NV2 | V | 2 → W | Md | ∞ | NV′
2 | V′ | 2′ and NV′

1 \ {MFstWt} =
NV′

2 \ {MFstWt}.

Proof. The proof is by induction on the size of 2 . We proceed by considering possible cases for
W | Md | = | NV1 | V | 2 → W | Md | = | NV′

1 | V′ | 2′. The most interesting case is [D-Assign-NV].

Case [D-Assign-NV].
Val(W | Md | = | NV | V | 4)

NV = NV′, ℓ@@ ↩→ E ′ @′ = X (@, wt) ≠ UN W = W ′, [G → ℓ] = = =′ + 1

W | Md | = | NV | V | G := 4 → W | Md | =′ | NV′, ℓ@@′ ↩→ 4 | V | skip
(D-Assign-NV)

By inversion of D-Assign-NV, we learn that
(1) Val(W | Md | = | NV | V | 4)
(2) NV = NV′, ℓ@@ ↩→ E ′

(3) @′ = X (@, wt) ≠ UN
(4) W = W ′, [G → ℓ]
(5) = = =′ + 1
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Let NV \ {MFstWt} = NV2 \ {MFstWt}. We want to show that W | Md | ∞ | NV2 | V |
G := 4 → W | Md | ∞ | NV′

2, ℓ@@′ ↩→ 4 | V | skip and NV′, ℓ@@′ ↩→ 4 \ {MFstWt} =

NV′
2, ℓ@@′ ↩→ 4 \ {MFstWt} where NV2 = NV′

2, ℓ@@ ↩→ E ′2.
From (5), we know that (1) is not a crash value (i.e., = > 0, and hence = ≠ 0). Since ∞ > 0,
we have Val(W | Md | ∞ | NV2 | V | 4). By application of D-Assign-NV to Val(W | Md | ∞ |
NV2 | V | 4), NV2 = NV′

2, ℓ@@ ↩→ E ′2, (3), (4), and ∞ > 0, we have

W | Md | ∞ | NV2 | V | G := 4 → W | Md | ∞ | NV′
2, ℓ@@′ ↩→ 4 | V | skip

Towards NV′, ℓ@@′ ↩→ 4 \ {MFstWt} = NV′
2, ℓ@@′ ↩→ 4 \ {MFstWt}, observe that the

assumption NV \ {MFstWt} = NV2 \ {MFstWt} implies NV′ \ {MFstWt} = NV′
2 \ {MFstWt}.

Thus, it follows thatNV′, ℓ@@′ ↩→ 4\{MFstWt} = NV′
2, ℓ@@′ ↩→ 4\{MFstWt}, as desired. �

C Fundamental Theorem
Lemma C.1. If aID(2) | 1 ≥ 0 : nat | Ω′; Σ `Sig 2 : Cunit a Ω′′ and `aID(2 )

W0 NV1 | V0 : Ω′ | Σ,
then ∃.(W1 | aID(c) | =1 | NV′

1 | V1 | 21) such that

—W0 | aID(c) | =0 | NV1 | V0 | 2 →∗ W1 | aID(c) | =1 | NV′
1 | V1 | 21,

—NV1 \ {MFstWt, Wtn} = NV′
1 \ {MFstWt, Wtn}, and

—3><(NV1) = 3><(NV′
1).

Proof. We prove this by induction on =0:

Base Case. If =0 = 0, then the configuration is a value.
Inductive Case. Suppose that =0 = =′0 + 1 (∃=′0). Since aID(2) | 1 ≥ 0 : nat | Ω′; Σ `Sig 2 :

Cunit a Ω′′ and `aID(2 )
W0 NV1 | V0 : Ω′ | Σ, it follows by the progress theorem (Theorem 8.1)

that either W0 | aID(c) | =0 | NV1 | V0 | 2 is a value or W0 | aID(c) | =0 | NV1 | V0 | 2 is not a
value, in which case ∃ W ′′1 | aID(c) | =′′1 | NV′′

1 | V′′
1 | 2′′1 such that

W0 | aID(c) | =0 | NV1 | V0 | 2 → W ′′1 | aID(c) | =′′1 | NV′′
1 | V′′

1 | 2′′1
where

—aID(2) | 1 ≥ 0 : nat | Ω′′
0 ; Σ

′ `Sig 2
′′
1 : Cunit a Ω′′,

—Ω′ > Ω′′
0 ,

—`aID(2 )
W ′′
1

NV′′
1 | V′′

1 : Ω′′
0 | Σ′,

—W ′′1 | aID(c) | =′′1 | NV′′
1 | V′′

1 | 2′′1 is well-formed,
—if Md = aID(2), NV1 \ {MFstWt, Wtn} = NV′′

1 \ {MFstWt, Wtn}, and
—3><(NV1) = 3><(NV′′

1 ).
We get these conditions by applying the preservation theorem (Theorem 8.2) because W0 |
aID(c) | =0 | NV0 | V0 | 2 is well-formed.
By the inductive hypothesis,

W ′′1 | aID(c) | =′′1 | NV′′
1 | V′′

1 | 2′′1 →∗ W ′1 | aID(c) | =′1 | NV′
1 | V′

1 | 2′1,

where
—W ′1 | aID(c) | =′1 | NV′

1 | V′
1 | 2′1 is well-formed and a value,

—Ω′′
0 > Ω′

0,
—aID(2) | 1 ≥ 0 : nat | Ω′

0; Σ
′′ `Sig 2

′
1 : Cunit a Ω′′,

—`aID(2 )
W ′
1

NV′
1 | V′

1 : Ω
′
0 | Σ′′,

—if Md = aID(2), NV′′
1 \ {MFstWt, Wtn} = NV′

1 \ {MFstWt, Wtn}, and
—3><(NV′′

1 ) = 3><(NV′
1).
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By head expansion, we establish that

W0 | aID(c) | =0 | NV1 | V0 | 2 →∗ W ′1 | aID(c) | =′1 | NV′
1 | V′

1 | 2′1
where NV1 \ {MFstWt, Wtn} = NV′

1 \ {MFstWt, Wtn} and 3><(NV1) = 3><(NV′
1). �

Lemma C.2. If W0 | aID(c) | =0 | NV1 | V0 | 2 →< W1 | aID(c) | =1 | NV′
1 | V1 | 21 and

NV1 \ {MFstWt} = NV2 \ {MFstWt}, then W0 | aID(c) | ∞ | NV2 | V0 | 2 →< W ′1 | aID(c) | ∞ |
NV′

2 | V′
1 | 2′1 where NV′

1 \ {MFstWt} = NV′
2 \ {MFstWt}.

Proof. The proof proceeds by induction on the number of steps< such that W0 | aID(c) | =0 |
NV1 | V0 | 2 →< W ′1 | aID(c) | =′1 | NV′

1 | V′
1 | 2′1.

Base Case (< = 0). By assumption, NV1 \ {MFstWt} = NV2 \ {MFstWt}. Trivially,
W0 | aID(c) | ∞ | NV2 | V0 | 2 →0 W0 | aID(c) | ∞ | NV2 | V0 | 2

where NV1 \ {MFstWt} = NV2 \ {MFstWt}.
Inductive Case (< = : + 1). Suppose that< = : + 1 such that

W0 | aID(c) | =0 | NV1 | V0 | 2
→W ′′1 | aID(c) | =′′1 | NV′′

1 | V′′
1 | 2′′1

→:W ′1 | aID(c) | =′1 | NV′
1 | V′

1 | 2′1
By assumption, NV1 \ {MFstWt} = NV2 \ {MFstWt}. Hence, it follows by Lemma B.15

W0 | aID(c) | ∞ | NV2 | V0 | 2 → W ′′1 | aID(c) | ∞ | NV′′
2 | V′′

1 | 2′′1
where NV′′

1 \ {MFstWt} = NV′′
2 \ {MFstWt}. By the inductive hypothesis, it follows that

W ′′1 | aID(c) | ∞ | NV′′
2 | V′′

1 | 2′′1 →: W ′1 | aID(c) | ∞ | NV′
2 | V′

1 | 2′1
where NV′

1 \ {MFstWt} = NV′
2 \ {MFstWt}. �

Definition C.3 (Subset Property). A judgment aID(2) | 1 ≥ 0 : nat | Ω; Σ `Sig 2 : Cunit a Ω′ has
the subset property iff Ω0

ck ⊆ Σ′ where Σ = ↓Σ′ and Ω = Ω0
ck,Ω

1.

Theorem 6.3 (Fundamental Theorem). If 1 : nat | Ω ` ? : ↑Cunit, then 1 : nat | Ω � ? :
↑Cunit.

Proof. The proof is by induction on the static typing derivation for ? and considering the last
step in the derivation. We only show the aID case as it is the most interesting in this setting. The jit
case is included in the extended TR [21].

Case 1. Suppose that ? = Ckpt[aID, d, `, l] (2); ?′ such that T-P-Ckpt is the last step of the
derivation.

Ω′ | Σ = InitWorldC (Ω; d ; `;l) Sig = {aID(2) | 1 ≥ 0 : nat | Ω′; Σ ` 2 : Cunit}
aID(2) | 1 ≥ 0 : nat | Ω′; Σ `Sig 2 : Cunit a Ω′′

1 : nat | Ω ` ?′ : ↑Cunit Ω′′�{MFstWt} = ∅
1 : nat | Ω ` Ckpt[aID, d, `, l] (2); ?′ : ↑Cunit

(T-P-Ckpt)

By inversion, we know that
(1) Ω′ | Σ = InitWorldC (Ω; d ; `;l)
(2) Sig = {aID(2) | 1 ≥ 0 : nat | Ω′; Σ ` 2 : Cunit}
(3) aID(2) | 1 ≥ 0 : nat | Ω′; Σ `Sig 2 : Cunit a Ω′′

(4) 1 : nat | Ω ` ?′ : ↑Cunit
(5) Ω′′�{MFstWt} = ∅
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By (1) and the definition of InitWorldC , we have that Ω′ = Ω′
1, Σck. Observe that the inductive

hypothesis asserts that 1 : nat | Ω ` ?′ : ↑Cunit implies 1 : nat | Ω � ?′ : ↑Cunit. By applying
the inductive hypothesis to (4), we learn that

1 : nat | Ω � ?′ : ↑Cunit .

To complete the proof, we need to establish

aID(2) | 1 ≥ 0 : nat | Ω′; Σ � 2 ≤ 2 : Cunit .

By definition of logical relation, this is equivalent to showing that 2 is related to itself in the
term interpretation for arbitrary =0,<0, W0, NV0, and V0 where `aID(2 )

W0 NV0 | V0 : Ω′ | Σ,
and hence, NV0 = NV′

0,V0ck and range(W0) = dom(NV0). By assumption, ? does not contain
any worlds, , so it follows that 2 does not contain any worlds, . Therefore, it follows by
Definition 4.1 that W0 | aID(c) | =0 | NV0 | V0 | 2 and W0 | aID(c) | ∞ | NV0 | V0 | 2 are
well-formed.
Additionally, by (1), we know that Ω′ = Σ and hence aID(2) | 1 ≥ 0 : nat | Ω′; Σ `Sig 2 :

Cunit a Ω′′ has the subset property (by Definition C.3). It then follows by `aID(2 )
W0 NV0 | V0 :

Ω′ | Σ that NV0
0 ⊆ V0 where NV0 = NV0

0 ck,NV1
0.

We need to show that ∀=0:
(W0 | aID(c) | =0 | NV0 | V0 | 2,W0 | aID(c) | ∞ | NV0 | V0 | 2) ∈ EÈCunitÉ<0

Observe that NV0 \ {MFstWt} = NV0 \ {MFstWt} vacuously. Additionally, observe that
NV0 = NV0 \ {Wtn} by the definition of InitWorldC which states that Ω′ contains no Wtn
variables, and `aID(2 )

W0 NV0 | V0 : Ω′ | Σ establishes that NV0 contains no Wtn variables due
to well-formedness.
To this end, we instead show a generalized version holds. That is, ∀=0:

(W0 | aID(c) | =0 | NV1 | V0 | 2,W0 | aID(c) | ∞ | NV2 | V0 | 2) ∈ EÈCunitÉ<0

where NV1 \ {MFstWt} = NV2 \ {MFstWt}, A0=64 (W0) = NV1, and NV1 = NV1 \ {Wtn}.
The proof proceeds by induction on<0:
Base Case (<0 = 0). When <0 = 0, the proof is trivial and the desired result follows
immediately by the value interpretation at type Cunit:

(W0 | aID(c) | =0 | NV1 | V0 | 2,W0 | aID(c) | ∞ | NV2 | V0 | 2) ∈ EÈCunitÉ0

Inductive Case (<0 = : + 1 (∃:)). If<0 = : + 1, we need to show that

(W0 | aID(c) | =0 | NV1 | V0 | 2,W0 | aID(c) | ∞ | NV2 | V0 | 2) ∈ EÈCunitÉ:+1

such that
(i) ∃.(W1 | aID(c) | =1 | NV′

1 | V1 | 21) such that W0 | aID(c) | =0 | NV1 | V0 | 2 →∗ W1 |
aID(c) | =1 | NV′

1 | V1 | 21 AND
(ii) ∃.(W2 | aID(c) | ∞ | NV′

2 | V2 | 22) such that W0 | aID(c) | ∞ | NV2 | V0 | 2 →∗ W2 |
aID(c) | ∞ | NV′

2 | V2 | 22 AND
(iii) (W1 | aID(c) | =1 | NV′

1 | V1 | 21, W2 | aID(c) | ∞ | NV′
2 | V2 | 22) ∈ VÈCunitÉ:+1.

By the progress and preservation for commands (Theorems 8.1 and 8.2) applied to (2) and
(3), we know that the first configuration

W0 | aID(c) | =0 | NV1 | V0 | 2
can take multiple steps until it becomes a value configuration that continues to be well-
typed. Observe that in the mode aID(2), NV1 \ {MFstWt, Wtn} = NV′

1 \ {MFstWt, Wtn}.
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By application of Lemma C.1 to aID(2) | 1 ≥ 0 : nat | Ω′; Σ `Sig 2 : Cunit a Ω′′ and
`aID(2 )
W0 NV1 | V0 : Ω′ | Σ, observe that (i) holds. Additionally, NV1 \ {MFstWt, Wtn} =

NV′
1 \ {MFstWt, Wtn} and 3><(NV1) = 3><(NV′

1).
The proof proceeds in two subcases, depending on the value of =′1:
Subcase =′1 = 0. To show (ii), we pick the post-step such that it holds vacuously, i.e.,
W0 | aID(c) | ∞ | NV2 | V0 | 2 →∗ W0 | aID(c) | ∞ | NV2 | V0 | 2 in 0 steps. We then
show (iii) for the post step:

(W ′1 | aID(c) | =′1 | NV′
1 | V′

1 | 2′1, W0 | aID(c) | ∞ | NV2 | V0 | 2) ∈ VÈCunitÉ:+1

By the value interpretation at type Cunit, and because =′1 = 0, this is equivalent to showing

(W ′1 | aID(c) | · | NV′
1 | V′

1 | ↓Y#in(=′1 > 0, ↑ 2′1), W0 | aID(c) | ∞ | NV2 | V0 | 2)
∈ VÈ↓ (nat { ↑ Cunit)É:

At this step we show the above relation holds by its definition:
(iv) PwOff(W ′1, aID(2),NV′

1,V′
1) = W ′′1 | ∅ AND

(v) (W ′′1 | aID(2) | · | NV′
1 | Y#in(=′1 > 0, ↑ 2′1), W0 | aID(c) | ∞ | NV2 | V0 | 2) ∈ VÈnat {

↑ CunitÉ:
To show (vi), we need to show that A0=64 (W ′′1 ) = 3><(NV′

1) where W ′′1 is the largest
restriction of W ′1 such that this condition holds. Observe that the desired result follows
immediately by the assumptions W0 ⊆ W ′1 and A0=64 (W0) = 3><(NV1), where W ′′1 = W0, and
also 3><(NV1) = 3><(NV′

1) (from above).
Hence, we need to show

(W0 | aID(2) | · | NV′
1 | Y#in(=′1 > 0, ↑ 2′1), W0 | aID(c) | ∞ | NV2 | V0 | 2)

∈ VÈnat { ↑ CunitÉ:

By definition of the value relation at the type nat { ↑ Cunit, this is equivalent to showing
the following:

∀=′1 > 0.(W0 | aID(2) | =′1 | NV′
1 |↑ 2′1, W0 | aID(c) | ∞ | NV2 | V0 | 2)

∈ VÈ↑ CunitÉ:

Fix an arbitrary =1. We need to show that

(W0 | aID(2) | =1 | NV′
1 |↑ 2′1, W0 | aID(c) | ∞ | NV2 | V0 | 2) ∈ VÈ↑ CunitÉ:

By the definition of value relation at the type ↑ Cunit, this is equivalent to showing
(viii) Restore(W0 | aID(2) | NV′

1 | 2′1) = NV′
1 | V′

0 | 2′0 (for some V′
0, 2

′
0) AND

(ix) (W0 | aID(2) | =1 | NV′
1 | V′

0 | 2′0, W0 | aID(c) | ∞ | NV2 | V0 | 2) ∈ EÈCunitÉ:
To show (ix), note that by the definition of Restore, we have that Restore(W0 | aID(2) |
NV′

1 | 2′1) = NV2
RD,MFstWt,V′

0ck,NV3
MFstWt | V′

0 | 2 where NV′
1 = NV2

RD,MFstWt,V′
0ck,NV3

Wtn.
In particular, we need to show that

(W0 | aID(2) | =1 | NV2
RD,MFstWt,V′

0ck,NV3
MFstWt | V′

0 | 2,W0 | aID(c) | ∞ | NV2 | V0 | 2)
∈ EÈCunitÉ: .
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Additionally, observe that the nonvolatile memory NV2
RD,MFstWt,V′

0ck,NV3
MFstWt contains

no Wtns (i.e., NV2
RD,MFstWt,V′

0ck,NV3
MFstWt = NV2

RD,MFstWt,V′
0ck,NV3

MFstWt \ {Wtn}). There-
fore, it follows that

NV2
RD,MFstWt,V′

0ck,NV3
MFstWt \ {MFstWt}

= NV2
RD,MFstWt,V′

0ck,NV3
Wtn \ {MFstWt, Wtn}

= NV′
1 \ {MFstWt, Wtn}

= NV1 \ {MFstWt, Wtn}
= NV1 \ {MFstWt}
= NV2 \ {MFstWt}

Each step holds by an established identity, and the second to last step holds by the assump-
tion NV1 = NV1 \ {Wtn}, and the last step holds by the assumption NV1 \ {MFstWt} =
NV2 \ {MFstWt}. To set up the inductive step, note that NV2

RD,MFstWt,V′
0ck,NV3

MFstWt con-
tains no WtnB . Additionally, observe that

3><(NV2
RD,MFstWt,V′

0ck,NV3
MFstWt) = 3><(NV2

RD,MFstWt,V′
0ck,NV3

Wtn)
= 3><(NV′

1)
= 3><(NV1)
= A0=64 (W0)

Thedesired result follows directly by the inductive hypothesis. Propagating up the cascade,
we learn that since =1 was arbitrary, the value relation holds for all =1. In summary, we
have just shown that

(W0 | aID(2) | =0 | NV1 | V0 | 2,W0 | aID(c) | ∞ | NV2 | V0 | 2) ∈ EÈCunitÉ:+1

where NV1 \ {MFstWt} = NV2 \ {MFstWt}, A0=64 (W0) = NV1, and NV1 = NV1 \ {Wtn}.

Subcase =′1 > 0. Since =′1 > 0 and W ′1 | aID(c) | =′1 | NV′
1 | V′

1 | 2′1 is a value, observe that
2′1 = skip. It follows by Lemma C.2 that

W0 | aID(c) | ∞ | NV2 | V0 | 2 →∗ W ′1 | aID(c) | ∞ | NV′
2 | V′

1 | 2′1

where NV′
1 \ {MFstWt} = NV′

2 \ {MFstWt}.
Now we want to show that

(W ′1 | aID(c) | =′1 | NV′
1 | V′

1 | 2′1, W ′1 | aID(c) | ∞ | NV′
2 | V′

1 | 2′1) ∈ VÈ↓↑ CunitÉ:+1

By the value interpretation at type Cunit and =′1 > 0, we need to show that

(W ′1 | aID(c) | =′1 | NV′
1 | V′

1 | 2′1, W ′1 | aID(c) | ∞ | NV′
2 | V′

1 | 2′1) ∈ VÈ↓↑ unitÉ:

By definition of the value interpretation at the type ↓↑ unit, this is equivalent to showing
(x) Commit(W ′1, aID(2) | NV′

1 | V′
1) = W1 | NV′′

1 ck,V′′
1 AND

(xi) Commit(W ′1, aID(2) | NV′
2 | V′

1) = W2 | NV′′
2 ck,V′′

2 AND
(xii) (W1 | aID(2) | =′1 | NV′′

1 ,V′′
1 | skip, W2 | aID(2) | ∞ | NV′′

2 ,V′′
2 | skip)

∈ VÈ↑ unitÉ:
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By (x) and (xi), we observe thatW1 = W2. Additionally, it follows by NV′
1\{MFstWt} = NV′

2\
{MFstWt} and the definition of Commit (which asserts that NV′

1 = NV′′
1 RD,Wtn,MFstWt,NV3

ck,
NV′

2 = NV′′
2 RD,Wtn,MFstWt,NV4

ck, 3><(NV3
ck) = 3><(V′′

1 ), 3><(NV4
ck) = 3><(V′′

2 )) that

NV′
1 \ {MFstWt} = NV′

2 \ {MFstWt}
⇒ NV′′

1 RD,Wtn,MFstWt,NV3
ck \ {MFstWt} = NV′′

2 RD,Wtn,MFstWt,NV4
ck \ {MFstWt}

⇒ NV′′
1 RD,Wtn,MFstWt,V′′

1 \ {MFstWt} = NV′′
2 RD,Wtn,MFstWt,V′′

2 \ {MFstWt}

To complete the proof, we need to show that NV′′
1 ,V′′

1 = NV′′
2 ,V′′

2 . To this end, we show
that NV′′

1 RD,Wtn,MFstWt,V′′
1 \ {MFstWt} = NV′′

1 RD,Wtn,MFstWt,V′′
1 and NV′′

2 RD,Wtn,MFstWt,V′′
2 \

{MFstWt} = NV′′
2 RD,Wtn,MFstWt,V′′

2 , i.e., that the final memories have no MFstWt.
It follows by Lemma 8.2 (preservation for commands) applied to

—W0 | aID(c) | =0 | NV1 | V0 | 2 →∗ W ′1 | aID(c) | =′1 | NV′
1 | V′

1 | 2′1,
—aID(2) | 1 ≥ 0 : nat | Ω′; Σ `Sig 2 : Cunit a Ω′′, and
—`aID(2 )

W0 NV1 | V0 : Ω′ | Σ
that

Md | 1 : =0C | Ω′′; Σ1 ` skip : ↓↑unit a Ω′′

where ` NV′
1 | V′

1 : Ω
′′ | Σ1. Then, it follows by NV′

1 = NV′′
1 ,NV3

ck, NV′
2 = NV′′

2 ,NV4
ck,

3><(NV3
ck) = 3><(V′′

1 ), 3><(NV4
ck) = 3><(V′′

2 ), and the unicity of typing that

` NV′′
1 ,V′′

1 | V′
1 : Ω

′′ | Σ1

Since Ω′′�{MFstWt} = ∅ (i.e., Ω′′ has no MFstWts), it follows that

NV′′
1 RD,Wtn,MFstWt,V′′

1 \ {MFstWt} = NV′′
1 RD,Wtn,MFstWt,V′′

1 .

By similar reasoning, we can show that

NV′′
2 RD,Wtn,MFstWt,V′′

2 \ {MFstWt} = NV′′
2 RD,Wtn,MFstWt,V′′

2 .

Hence, NV′′
1 RD,Wtn,MFstWt,V′′

1 = NV′′
2 RD,Wtn,MFstWt,V′′

2 . Therefore, NV′′
1 ck,V′′

1 = NV′′
2 ck,V′′

2 .
Therefore, we can use the value interpretation at type ↑ unit to prove (xii):

(W1 | aID(2) | =′1 | NV′′
1 ck,V′′

1 | skip, W2 | aID(2) | ∞ | NV′′
2 ck,V′′

2 | skip) ∈ VÈ↑ unitÉ:

which holds by definition of logical relation. This is the last piece we needed in order to
prove the desired result:

(W0 | aID(c) | =0 | NV1 | V0 | 2,W0 | aID(c) | ∞ | NV2 | V0 | 2) ∈ EÈCunitÉ:+1 �

In general, we have that (W0 | aID(c) | =0 | NV0 | V0 | 2,W0 | aID(c) | ∞ | NV0 | V0 | 2) ∈
EÈCunitÉ<0 where `aID(2 )

W0 NV0 | V0 : Ω′′, Σck | Σ. Since =0,<0 ≥ 0, W0, NV0, and V0 were
arbitrarily chosen, this result holds for all =,< ≥ 0, W,NV,V. Therefore, it follows by definition
of logical relation that aID(2) | 1 ≥ 0 : nat | Ω′; Σ � 2 ≤ 2 : Cunit. Finally, the desired result
follows by application of P-Ckpt-semantic.

Ω′ | Σ= InitWorldC (Ω; d ; `;l)
aID(2) | 1 ≥ 0 : nat | Ω′; Σ � 2 ≤ 2 : Cunit 1 : nat | Ω � ?′ : ↑Cunit

1 : nat | Ω � Ckpt[aID, d, `, l] (2); ?′ : ↑Cunit
(P-Ckpt-semantic)
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D Adequacy
Definition 6.4 (Idempotency). A triple of a program ? , nonvolatile memory NV, and a mapping W

is idempotent, if every intermittent execution of the program can be simulated by a continuous
execution of it: For all =, =′, j1, j ′1,NV′, ?′, if [j1Â Y] ⊗W | = | NV | ? ⇒ [j ′1Â Y] ⊗W | =′ | NV′ | ?′,
then [j2 Â Y] ⊗ W | ∞ | NV | ? ⇒ [j2 Â Y] ⊗ W | ∞ | NV′ | ?′.

Theorem 6.5 (Adeqacy). Consider 1 : nat | Ω � ? : Cunit, a nonvolatile memory NV, and a
map W such that `jit

W NV | · : Ω | ·. The triple of ? , NV, and W is idempotent.

Proof. The proof is by cases according to the execution mode. We show only the aID case as it
is the most interesting case. The jit case is included in the extended TR [21].

Stepping an Atomic Region. Consider a program of form [j Â Y] ⊗ W | = | NV | Ckpt[aID; d ; `;l]
(20);?′ that can take a step using the D-P-Seq rule to [j ′′ Â Y] ⊗ W | =′ | NV1 | ?′. By inversion on
the D-P-Ckpt rule,

= > 0 InitWorld3 (NV; d ; `;l ;W) = NV0,+0
[j Â Y] ⊗ W | aID(20) | = | NV0 | V0 | 20 ⇒∗ [j ′′ Â Y] ⊗ W ′ | aID(20) | =′ | NV′ | V′ | skip

=′ > 0 NV1 = FinWorld3 (NV′;V′)
[j Â Y] ⊗ W | = | NV | Ckpt[aID; d ; `;l] (20);?′ ⇒? [j ′′ Â Y] ⊗ W | =′ | NV1 | ?′

(D-P-Ckpt)

we learn that

—= > 0
— InitWorld3 (NV; d ; `;l ;W) = NV0,+0
— [j Â Y] ⊗ W | aID(20) | = | NV0 | V0 | 20 ⇒∗ [j ′′ Â Y] ⊗ W ′ | aID(20) | =′ | NV′ | V′ | skip
—=′ > 0
—NV1 = FinWorld3 (NV′;V′)

Our goal is to simulate this execution in a continuous setting. In particular, we need to find a
continuous execution such that [jÂY] ⊗W | aID(20) | ∞ | NV0 | V0 | 20 ⇒∗ [j Â Y] ⊗W ′ | aID(20) |
∞ | NV′

2 | V′
2 | skip, where NV1 = FinWorld3 (NV′

2;V′
2). To this end, we invert the assumption

1 : nat | Ω � Ckpt[aID; d ; `;l] (20); ?′ :↑ Cunit via P-Ckpt-semantic,

Ω′ | Σ= InitWorldC (Ω; d ; `;l)
aID(20) | 1 ≥ 0 : nat | Ω′; Σ � 20 ≤ 20 : Cunit 1 : nat | Ω � ?′ : ↑Cunit

1 : nat | Ω � Ckpt[aID; d ; `;l] (20);?′ : ↑Cunit
(P-Ckpt-semantic)

we learn that

(i) Ω′ | Σ= InitWorldC (Ω; d ; `;l)
(ii) aID(20) | 1 ≥ 0 : nat | Ω′; Σ � 20 ≤ 20 : Cunit
(iii) 1 : nat | Ω � ?′ : ↑Cunit

By definition of logical relation applied to (ii), we have that ∀=1,<1 ≥ 0.∀W,NV,V s.t. `aID(20 )
W

NV | V : Ω | Σ and (W | aID(20) | =1 | NV | V | 20, W | aID(20) | ∞ | NV | V | 20) ∈ EÈCunitÉ<1 .
By instantiating the memories accordingly, and the index<1 with the number of tries< + 1

(where< is the number of crashes), we have

(W | aID(20) | = | NV0 | V0 | 20, W | aID(20) | ∞ | NV0 | V0 | 20) ∈ EÈCunitÉ<+1

ACM Transactions on Programming Languages and Systems, Vol. 47, No. 2, Article 5. Publication date: April 2025.



5:60 M. Dotzel et al.

To get our result, we first prove the following generalized statement: if

— [j Â Y] ⊗ W1 | aID(20) | =1 | NV1 | V1 | 21 ⇒∗ [j ′ Â Y] ⊗ W ′ | aID(20) | =′1 | NV′ | V′ | skip
in< crashes and

— (W1 | aID(20) | =1 | NV1 | V1 | 21, W2 | aID(20) | ∞ | NV2 | V2 | 22) ∈ EÈCunitÉ<+1

then for all energy streams j0, we have [j0 Â Y] ⊗ W2 | aID(20) | ∞ | NV2 | V2 | 22 ⇒∗

[j0 Â Y] ⊗W ′′2 | aID(20) | ∞ | NV′′
2 | V′′

2 | skip, where FinWorld3 (NV′;V′) = FinWorld3 (NV′′
2 ;V′′

2 )
The proof proceeds by induction on the number of crashes:

Base Case:< = 0 (# tries = 1). If< = 0, then it follows by the term interpretation at type
Cunit,

(1) ∃(W ′′1 | aID(20) | =′ | NV′
1 | V′

1 | 2′1) s.t. W1 | aID(20) | = | NV1 | V1 | 21 →∗ W ′′1 | aID(20) |
=′ | NV′

1 | V′
1 | 2′1 AND

(2) ∃(W ′′2 | aID(20) | ∞ | NV′
2 | V′

2 | 2′2) s.t. W2 | aID(20) | ∞ | NV2 | V2 | 22 →∗ W ′′2 | aID(20) |
∞ | NV′

2 | V′
2 | 2′2 AND

(3) (W ′′1 | aID(20) | =′ | NV′
1 | V′

1 | 2′1, W ′′2 | aID(20) | ∞ | NV′
2 | V′

2 | 2′2) ∈ VÈCunitÉ1
The number of crashes is 0, so =′ > 0 and the first configuration steps to completion via
D-step where NV′

1 = NV′ and V′
1 = V′ and W ′′1 = W ′:

[j Â Y] ⊗ W1 | aID(20) | = | NV1 | V1 | 21 ⇒∗ [j Â Y] ⊗ W ′′1 | aID(20) | =′ | NV′
1 | V′

1 | skip
Applying D-Step to (2), we know that

[j0 Â Y] ⊗ W2 | aID(20) | ∞ | NV2 | V2 | 22 ⇒∗ [j0 Â Y] ⊗ W ′′2 | aID(20) | ∞ | NV′
2 | V′

2 | 2′2
and by (3) and =′ > 0, we get that the post steps are related by the value interpretation at
type ↓↑ unit. This means that 2′2 = skip and we have

[j0 Â Y] ⊗ W2 | aID(20) | ∞ | NV2 | V2 | 22 ⇒∗ [j0 Â Y] ⊗ W ′′2 | aID(20) | ∞ | NV′
2 | V′

2 | skip
and

(W ′′1 | aID(20) | =′ | NV′
1 | V′

1 | skip, W ′′2 | aID(20) | ∞ | NV′
2 | V′

2 | skip) ∈ VÈ↓↑ unitÉ0

It then follows that
(1) Commit(W ′′1 , aID(20),NV′

1,V′
1) = W ′ | NV′

ck,V′ where W ′ ⊆ W ′′1 , NV′
1 = NV′

RD,Wtn,MFstWt,

NV′
0ck, V′

1 = V′
0,V′, 3><(V′) = 3><(NV′

0), A0=64 (W ′) = 3><(NV′
1) ∪ 3><(V′).

(2) Commit(W ′′2 , aID(20),NV′
2,V′

2) = W2 | NV2
ck,V2 where W2 ⊆ W ′′2 , NV′

2 = NV2
RD,Wtn,MFstWt,

NV2
0ck, V′

2 = V2
0,V2, 3><(V2) = 3><(NV2

0), A0=64 (W2) = 3><(NV′
2) ∪ 3><(V2).

(3) (W ′ | aID(20) | =′ | NV′
ck,V′ | skip, W2 | aID(20) | ∞ | NV2

ck,V2 | skip) ∈ VÈ↑ unitÉ0.
It follows by the value interpretation at type ↑ unit that NV′,V′ = NV2,V2. We observe
that by definition, the Commit function copies the values of the checkpointed volatile
memory locations into the nonvolatile memory and changes the qualifiers of all other
locations in the nonvolatile memory to ck. This corresponds to the semantics of the
FinWorld3 function, and hence it follows by definition that FinWorld3 (NV′

1;V′
1) = NV′,V′

and FinWorld3 (NV′
2;V′

2) = NV2,V2.
Therefore, we have

[j0 Â Y] ⊗ W2 | aID(20) | ∞ | NV2 | V2 | 22 ⇒∗ [j0 Â Y] ⊗ W ′′2 | aID(20) | ∞ | NV′
2 | V′

2 | skip
where FinWorld3 (NV′

1;V′
1) = FinWorld3 (NV′

2;V′
2), and the proof of this subcase is complete.

Inductive Case:< = : + 1(∃:) (# tries = : + 2). By the term interpretation at type Cunit, we
have

(i) ∃W ′1 | aID(20) | =′1 | NV′
1 | V′

1 | 2′1 s.t. W1 | aID(20) | = | NV1 | V1 | 21 →∗ W ′1 | aID(20) | =′1 |
NV′

1 | V′
1 | 2′1
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(ii) ∃W ′2 | aID(20) | ∞ | NV′
2 | V′

2 | 2′2 s.t. W2 | aID(20) | ∞ | NV2 | V2 | 22 →∗ W ′2 | aID(20) | ∞ |
NV′

2 | V′
2 | 2′2

(iii) (W ′1 | aID(20) | =′1 | NV′
1 | V′

1 | 2′1, W ′2 | aID(20) | ∞ | NV′
2 | V′

2 | 2′2) ∈ VÈCunitÉ:+2
From (i), we step the first configuration until it becomes a value. It follows by the rule D-step
that

[j Â Y] ⊗ W | aID(20) | = | NV1 | V1 | 21 ⇒∗ [j Â Y] ⊗ W ′1 | aID(20) | =′1 | NV′
1 | V′

1 | 2′1
Since there are< > 0 crashes, we know that =′1 = 0. By (ii), we step the second configuration
via D-step:

[j0 Â Y] ⊗ W2 | aID(20) | ∞ | NV2 | V2 | 22 ⇒∗ [j0 Â Y] ⊗ W ′2 | aID(20) | ∞ | NV′
2 | V′

2 | 2′2
and by (iii), we have

(W ′1 | aID(20) | =′1 | NV′
1 | V′

1 | 2′1, W ′2 | aID(20) | ∞ | NV′
2 | V′

2 | 2′2) ∈ VÈCunitÉ:+2

By application of D-Crash, we have

[j Â Y] ⊗ W ′1 | aID(20) | 0 | NV′
1 | V′

1 | 2′1
⇒ [j Â Y] ⊗ W ′1 | aID(20) | · | NV′

1 | V′
1 |↓ Y#in(1 > 0;↑ 2′1)

By the value interpretation at type Cunit, observe that the stepped configuration continues to
be related to the second configuration:

(W ′1 | aID(20) | · | NV′
1 | V′

1 |↓ Y#in(1 > 0;↑ 2′1), W ′2 | aID(20) | ∞ | NV′
2 | V′

2 | 2′2)
∈ VÈ↓ (nat { ↑ Cunit)É:+1

By D-S-aID, for W1 ⊆ W ′1 such that A0=64 (W1) = 3><(NV′
1), we have

[j Â Y] ⊗ W ′1 | aID(20) | · | NV′
1 | V′

1 |↓ Y#in(1 > 0;↑ 2′1)
⇒ [j Â Y] ⊗ W1 | aID(20) | · | NV′

1 | Y#in(1 > 0;↑ 2′1)

Note that the semantics of D-S-aID match the semantics of the PwOff function as it drops
the volatile memory locations V′

1 just as the PwOff function does not checkpoint any volatile
memory locations, i.e., PwOff(W ′1, aID(20),NV′

1,V′
1) = W1 | ∅. By the value interpreta-

tion at type ↓ (nat { ↑ Cunit), and the definition of PwOff in the atomic case, we have
PwOff(W ′1, aID(20),
NV′

1,V′
1) = W1 | ∅, and thus the stepped configuration continues to be related to the second

configuration:

(W1 | aID(20) | · | NV′
1 | Y#in(1 > 0;↑ 2′1), W ′2 | aID(20) | ∞ | NV′

2 | V′
2 | 2′2)

∈ VÈnat { ↑ CunitÉ:+1

By stepping the first configuration according to D-charge, we have for some =′′ > 0 such
that j = =′′ :: j ′:

[j Â Y] ⊗ W1 | aID(20) | · | NV′
1 | Y#in(1 > 0;↑ 2′1)

⇒ [j ′ Â Y] ⊗ W1 | aID(20) | =′′ | NV′
1 |↑ 2′1

By the value interpretation at type nat {↑ Cunit, observe that the stepped configuration
remains related to the second configuration for =′′ > 0:

(W1 | aID(20) | =′′ | NV′
1 |↑ 2′1, W ′2 | aID(20) | ∞ | NV′

2 | V′
2 | 2′2) ∈ VÈ↑ CunitÉ:+1
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Stepping the first configuration via D-restore-aID, we have

[j Â Y] ⊗ W1 | aID(20) | =′′ | NV′
1 |↑ 2′1 ⇒ [j Â Y] ⊗ W1 | aID(20) | =′′ |

NV′
RD,MFstWt,NV′′

ck,NV3
MFstWt | · | 20

where NV′
1 = NV′

RD,MFstWt,NV′′
ck,NV3

Wtn.
By the value interpretation at type ↑ Cunit, the first and second configurations remain related:

(W1 | aID(20) | =′′ | NV′
RD,MFstWt,NV′′

ck,NV3
MFstWt | ·

| 20, W ′2 | aID(20) | ∞ | NV′
2 | V′

2 | 2′2) ∈ EÈCunitÉ:+1

since
—Restore(W1, aID(20),NV′

1, 2
′
1) = NV′

RD,MFstWt,NV′′
ck,NV3

MFstWt | · | 20 and
—NV′

1 = NV′
RD,MFstWt,NV′′

ck,NV3
Wtn

By assumption,

[j Â Y] ⊗ W1 | aID(20) | =′′ | NV′
1 | · | 20 ⇒∗ [j ′′ Â Y] ⊗ W ′ | aID(20) | =′ | NV′ | V′ | skip

in : crashes.
By induction hypothesis, we get

[j0 Â Y] ⊗ W ′2 | aID(20) | ∞ | NV′
2 | V′

2 | 2′2 ⇒∗ [j0 Â Y] ⊗ W ′′2 | aID(20) | =′ | NV′′
2 | V′′

2 | skip
such that FinWorld3 (NV′;V′) = FinWorld3 (NV′′

2 ;V′′
2 ). This combined with

[j0 Â Y] ⊗ W2 | aID(20) | ∞ | NV2 | V2 | 22 ⇒∗ [j0 Â Y] ⊗ W ′2 | aID(20) | ∞ | NV′
2 | V′

2 | 2′2
gives us

[j0 Â Y] ⊗ W2 | aID(20) | ∞ | NV2 | V2 | 22 ⇒∗ [j0 Â Y] ⊗ W ′′2 | aID(20) | =′ | NV′′
2 | V′′

2 | skip
which completes the proof of this subcase.

With that established, we can apply the generalized statement on assumptions

(W | aID(20) | = | NV0 | V0 | 20, W | aID(20) | ∞ | NV0 | V0 | 20) ∈ EÈCunitÉ<+1

and [j Â Y] ⊗W | aID(20) | = | NV0 | V0 | 20 ⇒∗ [j ′ Â Y] ⊗W ′ | aID(20) | =′ | NV′ | V′ | skip to get
[j Â Y] ⊗ W | aID(20) | ∞ | NV0 | V0 | 20 ⇒∗ [j Â Y] ⊗ W ′′ | aID(20) | ∞ | NV′′ | V′′ | skip, where
FinWorld3 (NV′;V′) = FinWorld3 (NV′′;V′′). and apply D-P-Ckpt rule to complete the proof of
this case. �

E Preservation for Closed Configurations
Theorem E.1 (Preservation for Programs). Consider 1 : nat | Ω ` ? : ↑Cunit, a nonvolatile

memory NV and a bijective map W that matches qualifiers and types from variables in Ω to locations
in NV. For any =:nat ≥ 0, if we have [j Â Y] ⊗ W | = | NV | ? ⇒? [j ′ Â Y] ⊗ W ′ | =′ | NV′ | ?′,
then 1 : nat | Ω ` ?′ : ↑Cunit, with W remaining a bijective map from Ω to NV′.

Proof. By a structural induction on the typing derivation, and case distinction on the step. We
include the full proof in the extended TR [21]. �
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